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Calculation of point defects in rutile TiO2 by the screened-exchange hybrid functional
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The formation energies of the oxygen vacancy and titanium interstitial in rutile TiO2 were calculated by
the screened-exchange (sX) hybrid density functional method, which gives a band gap of 3.1 eV, close to the
experimental value. The oxygen vacancy gives rise to a gap state lying 0.7 eV below the conduction band edge,
whose charge density is localized around the two of three Ti atoms next to the vacancy. The Ti interstitial (Tiint)
generates four defect states in the gap, whose unpaired electrons lie on the interstitial and the adjacent Ti 3d

orbitals. The formation energy for the neutral oxygen vacancy is 1.9 eV for the O-poor chemical potential. The
neutral Ti interstitial has a lower formation energy than the O vacancy under O-poor conditions. This indicates
that both the O vacancy and Tiint are relevant for oxygen deficiency in rutile TiO2 but the O vacancy will
dominate under O-rich conditions. This resolves questions about defect localization and defect predominance in
the literature.
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I. INTRODUCTION

Titanium dioxide (TiO2) is a transition metal oxide with a
closed shell electronic structure and a band gap of 3.05 eV.
It is an important material for photocatalysis, solar cells,
and environmental cleanup, due to unusual photocatalyic
behavior.1–4 Oxygen deficiency defects such as surface oxygen
vacancies are held to be critical for such applications. TiO2 is
also interesting in electronics. It has a high dielectric constant
but its band offset is too low for it to be useful as a high
dielectric constant gate dielectric.5 On the other hand, it is of
considerable interest for use in nonvolatile resistive random
access memories (RRAM).6,7 The conductive track in the
on-state is believed to arise from a percolation path of oxygen
vacancies or similar defect across the film. Thus, the behavior
of excess electrons and associated defects is critical to the
performance of TiO2 as a catalyst or in electronics.

It is known from ultraviolet photoemission spectroscopy
(UPS) and electron energy loss spectroscopy (EELS) that the
oxygen deficiency defects give rise to gap states lying about
0.7 to 1.0 eV below the conduction band edge.8–13 However,
the origin and localization of these states are still contentious.
Electron spin resonance (ESR) showed that unpaired electrons
associated with the oxygen vacancy are localized on two
of the three Ti sites adjacent to the vacancy.14 For many
years, catalytic activity has been discussed in terms of
surface oxygen vacancies, based on resonant photoemission or
EELS. However recently, Wendt et al.15 interpreted scanning
tunneling microscopy (STM) maps in terms of a dominant
role of Ti interstitials. Mass transport during TiO2 growth also
suggested that Ti interstitials were involved.16,17 This debate
has continued, with recently resonant photoemission spectra
again suggesting that localized gap states were due to the
oxygen vacancy.18–20

Electronic structure calculations of these defects should be
able to define the dominant defect and say how localized their
defect states are. There have been many calculations of the
defects of TiO2 using the local density approximation (LDA)
or generalized gradient approximation (GGA).21–25 However,
LDA and GGA are known to underestimate band gaps, and

give defect states that are too delocalized because of a lack of
self-interaction cancellation.26,27 This failure is very important
for a material like TiO2 where the defect states are on the
borderline between shallow and deep, and where the degree of
localization is the key question.

One method to correct these problems is the LDA + U

method, in which an on-site repulsion U is added to the
transition metal d states.28–43 This can widen the band gap of
TiO2 slightly, but LDA + U is best used for open shell systems.
On the other hand, LDA + U does give a better description
of defect localization, and it has been widely used for bulk
and surface defects.29–43 Morgan and Watson30 found that
U ∼ 5 eV gives a reasonable description of defect localization
even if the band gap is still underestimated compared to the
experimental value of 3.05 eV.44

Pacchioni27 and Sauer et al.28 have discussed the need for
the correct description of defects in the catalysis problem,
and the problems with various electronic structure methods.
The defect localization in TiO2 comes not only from the
electronic state, but also the interaction of electronic states
with lattice distortions—a polaronic effect, as noted generally
by Lany and Zunger.45 Hybrid density functionals are a
better method to tackle such cases, because they combine
a much improved description of the exchange energy and,
as generalized Kohn-Sham functionals, they can be used for
total energy minimization and structure relaxation. Di Valentin
et al.46–48 used the hybrid functional B3LYP to describe
electron excess defects in TiO2 and compare the results to
LDA + U . This work provided a good understanding of the
general defect properties, where the subtle energy differences
between localized and delocalized defect states became ap-
parent. Their results required some interpretation because
their B3LYP overestimated the TiO2 band gap at 3.9 eV. In
contrast, Muscat et al.49 found a gap of 3.4 eV in their B3LYP
results. Zhang et al.50 noted that including 13% Hartree-Fock
exchange can give the correct band gap of rutile TiO2.

Janotti et al.51 and Deak52 have employed the widely used
hybrid function HSE06 functional53,54 to study the electronic
properties of the oxygen vacancy and substitutional dopants.
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Janotti51 found that HSE gave a greatly improved description
than GGA, but they did not treat the Ti interstitial. They found
the vacancy to have localized states in the gap but that the
transition level was shallow.

A further improvement on the various methods might
be possible using the GW method, but this would lose the
simplicity of a single shot approach to structural relaxation for
polaronic defects. We therefore employ here the screened-
exchange (sX) hybrid density functional55–58 to treat the
vacancy and interstitial defects. The sX method has been found
to give the correct band gaps of a wide range of semiconductors
such as the III-Vs, ZnO and SnO2, and the insulators HfO2 and
SiO2,57 and the correct localization of holes in the Al doped
SiO2 (smoky quartz)59 and at the Zn vacancy in ZnO.60 It also
describes correctly the correlated systems such as the transition
metal oxides Ti2O3, Cr2O3, Fe2O3,61 and the lanthanide oxides
Ln2O3

62 and NiO, FeO, and MnO.61 Its better description
of the lanthanide oxides than HSE arises from its slightly
better treatment of the highly localized 4f states, and this
might be valuable in the present case where defects are on the
shallow-deep border line.

II. METHODS

The sX method is a hybrid density functional which replaces
part of the short-range part of exchange in LDA with a Thomas-
Fermi screened nonlocal exchange as in Hartree-Fock. It
can therefore be self-interaction free. The exchange term is
constructed to satisfy both the low-electron density and the
free-electron gas limits. The screened-exchange potential is
expressed as

VsX(r,r ′) = −
∑

i

ψi(r)e−kTF|r−r′|ψ∗
j (r)

|r − r ′| , (1)

where i and j label the electronic bands. The kTF is a Thomas-
Fermi screening length. This can be set to the average valence
electron density of the system, or given by a fixed value. Here
we set kTF to 2.15 Å−1 by considering the experimental value of
the band gap of rutile TiO2. sX belongs to a class of generalized
Kohn-Sham functionals so it can be used variationally for
energy minimization, using the calculation of forces.56

The calculations were performed with the CASTEP plane
wave pseudopotential code.63 The cores were represented by
norm-conserving pseudopotentials, while the valence states
were expanded in a plane-wave basis set with 750 eV cutoff
energy. For k-space sampling we used the � point in defect
supercells. The geometry optimization used the Broyden-
Fletcher-Goldfarb-Shannon (BFGS) algorithm with conver-
gence to 5 × 10−5 eV per atom, 0.1 eV/Å for the Hellmann-
Feynman force on each atom, and a stress of 0.2 GPa.

The defect calculations use 2 × 2 × 3 supercells of 72
atoms plus the defect. A series of convergence tests had been
applied to determine the computational parameters, including
the cutoff energy, k point, and supercell size. Because of the
polaronic nature of the defect, the defect supercell was relaxed
in sX to obtain the correct lower symmetry geometry. A larger
supercell of 3 × 3 × 4 units (216 atoms) was calculated to
check the finite-size effects. We found the formation energy
changed by less than 0.25 eV going from 72 to 216 atoms, and
the transition levels changed by less than 0.11 eV. The results

obtained from the � point and two special k points (0, 0, 0) and
(0.25, 0.25, 0.25) are also quite similar, with only a 0.16 eV
difference. Thus, we think the sX calculations on a 2 × 2 ×
3 supercell with a � point are adequate, as used by others.51

We used spin polarization for the odd charge states to
describe the unpaired electrons; for even charge cases, we
have checked the results with and without spin polarization,
and the data show negligible difference. For comparison, we
also carried out the GGA-PBE calculations for the band gap
which implied the ultrasoft pseudopotential with 380 eV cutoff
energy in 5 × 5 × 8 k-point mesh, to treat as a reference to
compare with the sX results.

For the calculation of defect formation energy in the
different charge states, the overall supercell size was kept fixed
at the relaxed neutral bulk value. The defect formation energy
(Hq) of charge q as a function of the Fermi energy (EF ) and
the chemical potential �μ of element α is given by64

Hq(EF ,μ) = [Eq − EH ] + q(EV + �EF )

+
∑

α

nα

(
μ0

α + �μα

)
, (2)

where Eq and EH are the total energy of a defect cell and
a perfect cell, respectively, calculated of charge q, �EF is
the Fermi energy with respect to the valence band edge, nα

is the number of atoms of element α, and μ0
α is reference

chemical potential, following the method described by Lany
and Zunger.64

III. RESULTS

A. Bulk

There are three polymorphs of TiO2, rutile, anatase, and
brookite. Here we study the most common phase rutile. TiO2

rutile has a six-atom tetragonal unit cell with the P 42/mnm
space group. This lattice consists of threefold coordinated
oxygen atoms and octahedral Ti atoms (Fig. 1). The defect
configurations are shown in Fig. 2.

The band structures of TiO2 derived from the GGA-PBE
and the sX are shown in Figs. 3(a) and 3(b), respectively.
Table I compares the lattice constants, band gaps, and valence
bandwidths from the GGA-PBE, sX, and the experimental
data.44,65,66 We found that the band gap increases from 1.86 eV
in GGA-PBE to 3.1 eV in sX, very close to the experimental
value of 3.05 eV. The valence bandwidth increase from

FIG. 1. (Color online) A unit cell of rutile TiO2 where the red
spheres represent O atoms and the gray spheres represent Ti atoms.
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FIG. 2. (Color online) The crystal structures for rutile TiO2 of
(a) O vacancy and (b) Ti interstitial. O vacancy is represented by a
yellow ball, Ti interstitial is represented by a green ball.

5.65 eV in PBE to 6.27 eV in sX, which is closer to the
experimental value of 6.0 eV.65 The heat of formation changes
from −9.33 eV in PBE to −9.73 eV in sX, the latter is very
close to the experimental value of −9.74 eV. The a lattice
constant changes from 4.65 Å in PBE to 4.56 Å in sX, which
is now slightly below the experimental value of 4.59 Å.

B. Oxygen vacancy

We first consider the oxygen vacancy. Figure 4 shows the
plan view of ion-ion spacings around the ideal vacancy, without
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FIG. 3. (Color online) Band structures of rutile TiO2 calculated
by (a) the GGA-PBE and (b) the sX methods. The horizontal red line
marks the minimum of the conduction band.

TABLE I. Lattice parameters, heat of formation, minimum band
gaps, and valence bandwidths of rutile TiO2 from GGA-PBE, the sX
method and experiment.44,65,66

PBE sX Experiment

Lattice constant, a (Å) 4.65 4.56 4.59
c/a 0.639 0.648 0.644
u 0.305 0.305
Heat of formation �Hf (eV) − 9.33 − 9.73 − 9.74
Band gap (eV) 1.86 3.1 3.05
VB width (eV) 5.65 6.27 6

relaxation. Removing one oxygen atom from TiO2 results in
two unpaired electrons and three Ti dangling bonds. The ideal
spacings between adjacent Ti atoms are two at 3.55 Å and one
along the c axis at 2.99 Å. We denote VO

0, VO
+, and VO

2+
for the neutral, singly charged, and doubly charged states,
respectively, for the oxygen vacancy. For VO

0, after relaxation
the adjacent Ti atoms move outwards, so the Ti-Ti distance
increases to 3.7 Å, and 3.04 Å along the c axis. For the singly
positive vacancy VO

+, the positive charge causes a greater
repulsion for a Ti-Ti distance to 3.85 Å and 3.12 Å along Oz.
For VO

2+ the Ti-Ti distance increases to 3.94 Å and 3.22 Å
along Oz. In other words, the lattice relaxation is 4.2% for
VO

0, 8.5% for VO
+, and 11% for VO

2+. A similar outward
relaxation is found for the O vacancies in other ionic oxides
such as HfO2 and ZnO.58,67

The defect formation energies can be calculated as a
function of O chemical potential. The chemical potentials
satisfy μTi + 2μO = Hf(TiO2) = − 9.73 eV (experimental
value). The O rich limit is μO = 0 eV and μTi = − 9.73 eV,
corresponding to the chemical potential of the O2 molecule.
The Ti-rich limit corresponds to the equilibrium of TiO2

and Ti2O3 (not TiO2/metallic Ti as in many cases) or μO =
−4.07 eV, μTi = −1.59 eV. The metallic Ti/TiO2 equilibrium
would correspond to μO = −4.86 eV and μTi = 0 eV.

Figure 5 shows the calculated formation energies of the
oxygen vacancy and Ti interstitial of rutile TiO2 for both
O-poor and O-rich conditions in sX. For VO

0 in the O-
rich condition, the calculated formation energy is +5.7 eV,
corresponding to +1.9 eV for the O-poor condition. The
transition energy levels correspond to the Fermi energy where
the charge q and q’ defect states have the same formation
energies. The calculated transition energy of VO

0/VO
2+ in sX

is ∼0.7 eV below the conduction band minimum EC . Thus, the
O vacancy is a deep defect. We see that the different charge
states of the O vacancy all cross at 0.7 below EC , so that
the effective correlation energy U of this defect is about 0.
Similarly, U for the Ti interstitial is close to 0 in our sX results.
Nevertheless, this does not stop the paramagnetic states of
these defects being observed.

Figure 6 shows the partial density of states (DOS) of the
defect sites for the three charge states V0, V+, and V2+. In
sX the oxygen vacancy gives rise to a defect state lying well
inside the band gap, as been found in the DOS for VO

0 and
VO

+. The energy of the gap state is around 0.7 eV below the
conduction band edge, and agrees well with the experiments.8

For the VO
0 the defect state is occupied by two electrons; for

the VO
+ it is occupied by one electron. There is no gap state
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FIG. 4. (Color online) Plane view of ion-ion
spacings around the O vacancy site (yellow
circle) after the geometry optimization carried
out by the sX functional: (a) Before lattice
relaxation, (b) VO

0 relaxed, (c) VO
+ relaxed, and

(d) VO
2+ relaxed.

for VO
2+ because the excess electrons at the vacancy site have

been ionized.
Figure 7 shows the charge density map of the defect state

for VO
0 and VO

+. The neutral vacancy is S = 1 with the
electrons localized on two of the three adjacent Ti atoms next
to the vacancy along the Oz axis, rather than on the vacancy
itself. In the positive vacancy the unpaired electron is also in a
gap state mainly localized on the two adjacent Ti atoms along
the Oz axis. Both these are consistent with the EPR data.14

We found that the localization can also depend on the Ti
pseudopotential. We also used Ti pseudopotential generated
by the OPIUM method68 to study the oxygen vacancy defect
in rutile TiO2. Except for the pseudopotential, all other settings

such as kTF were the same. The resulting DOS also has a defect
state in the gap, but the state for VO

0 is localized on the dxy

orbital, which is contrary to experimental findings. This shows
the subtle effects that can occur in this borderline deep state,
although we did not carry out a systematic study of many
potentials. We have also varied kTF for fixed potentials and
looked at the variation of band gaps.

C. Titanium interstitial

Ti interstitial is the other key defect in reduced titania. It oc-
cupies an octahedral site surrounded by six O atoms [Fig. 2(b)].
The Ti interstitial has charge states Tii0 to Tii4+. After atomic
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FIG. 5. (Color online) The defect formation energy against Fermi level of the O vacancy (red lines) and Ti interstitial (blue lines) under (a)
O-poor and (b) O-rich conditions, calculated by the sX functional for rutile TiO2. The vertical dash lines denote the conduction band minimum
(CBM). The slope of the formation energy lines gives the charge state of the defect.
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FIG. 6. (Color online) The density of states (DOS) of rutile TiO2

in the sX method: (a) VO
0, (b) VO

+, and (c) VO
2+. The arrows indicate

the defect states within the band gaps. For VO
+ the spin-up and spin-

down states are shown, respectively, above and below the abscissa.
The top of the valence band is set to be the zero energy and is denoted
by the vertical dash line.

relaxation by the sX functional for the neutral charge state
(Tii0), we found the inserted Ti atom pushes away the adjacent
O atoms, forming a longer bond length at the octahedral site,
as in Fig. 8. The relaxed Ti-Ti distance is 2.59 Å, while the
original distance is 2.28 Å. There are two different Ti-O lengths
in the lattice, one is from 1.65 Å and expands to 1.99 Å, the
other is from 2.23 Å and slightly shortens to 2.02 Å.

Figure 9 shows the density of state of Tii0 in rutile TiO2.
It is worth mentioning that spin polarization is necessary

FIG. 7. (Color online) Charge density contour for the oxygen
vacancy site of rutile TiO2: (a) VO

0 and (b) VO
+, calculated by the

sX functional.

to accurately describe the defect states of the Ti interstitial.
We performed the nonspin polarized sX computation and
found that only two peaks appeared near the conduction band
minimum for Tii0. We then applied the spin polarization,
and the DOS now shows four defect states lying in the band
gap at 0.7–1.3 eV below the conduction band edge, which is
consistent with the experimental data.8–12 Thus, sX also gives
the Tiint as a deep state. From the charge density contours of
the defect states in Fig. 10, we found that the trapped electrons
of the Ti interstitial were fully localized on the Ti 3d orbitals at
the inserted and adjacent Ti atoms. It supports the observation
that the Ti3+ ion is formed by Ti interstitial. Finazzi et al.69 also
noted the need for spin-polarized calculation for Ti interstitial
in their B3LYP calculations. Their nonspin-polarized B3LYP
calculations on Tii0 obtained only a doubly occupied state with
higher total energy that does not account for the EPR data.69,70

These calculations will be extended to other donor systems
such as interstitial hydrogen, which forms a localized but
relatively shallow donor state in TiO2.47,71,72

D. Discussion

We compare our results for these two defects with those
of others, following Table II. Janotti et al.51 calculated the O
vacancy with the closely related HSE functional. They found
very similar bulk thermodynamic and structural properties
to our values for sX. Their formation energy for the neutral
oxygen vacancy in Ti-rich conditions of 1.8 eV is also very
close to us. It is interesting that the formation energy value

FIG. 8. (Color online) Equilibrium geometry of Tii0 in rutile TiO2

calculated by sX. Ti interstitial is shown green.
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FIG. 9. The density of states (DOS) of Tii0 in rutile TiO2

calculated by the sX method.

for VO
0 is within ± 0.1 eV for both hybrid functionals sX

and HSE. However, they found a slightly lower formation
energy for V2+

O so that they found the 0/2+ transition level
of VO to occur at the conduction band edge, as a shallow
donor, whereas sX finds the 0/2+ transition level to be 0.7 eV
deep in our sX results. The sX result is consistent with EELS
experiments12 and also the localization of the defect wave
function in ESR.14 The difference is likely to arise from a
small difference in the Ti pseudopotential or the exchange
screening of sX compared to HSE. From our convergence
tests it is less likely to arise from supercell size effects;
these tend to move formation energies up or down, but affect
the transition levels less. Note that Janotti et al.51 did not
study the interstitial, the only comparable calculations use
B3LYP.

The B3LYP calculations of DiValentin et al.47 found similar
defect wave function localizations as us, but their band gaps
were higher than us, so the defect levels appear deeper in the
gap. They did not plot their defect properties as formation
energies.

Interestingly, the early calculation of Zhang et al.,50 who
varied the fraction of HF exchange to fit the bulk band gap,
got much of the defect localization correct.

There have been numerous defect calculations using
GGA + U . We focus on those that gave formation energy
data as a function of Fermi energy.33,36 We first note that
this method usually underestimates the band gap for the U

FIG. 10. (Color online) The charge density contours of the four
in-gap defect states of the neutral Ti interstitial, calculated by the sX
functional. (a) and (b) are (010) and (110) plane, respectively. The
interstitial Ti atom is shown as a green sphere.

parameters chosen. It also gives less accurate values for the
bulk heat of formation than HSE or sX.

Morgan and Watson33 studied the oxygen vacancy for-
mation energy using the GGA + U approach. They found
a formation energy for the neutral O vacancy in Ti-rich
conditions of 0.8 eV. Our formation energy of oxygen vacancy
calculated by the sX functional is larger than that calculated by
GGA + U . They also calculated the Ti interstitial, and found
the formation of the neutral interstitial to be 0.26 eV in Ti-rich
conditions. The U parameters were fitted to give a deep state
for the 0/2+ transition level of the O vacancy, and it is indeed
found to be deep.

Mattioli et al.36 also calculated the O vacancy and Ti
interstitial, giving formation energies, and using the GGA + U

method. They gave two sets of results, one with U only on Ti
3d orbitals, and one for U on both Ti 3d and O 2p. The latter
was used to open up the band gap, but it still only reached
2.7 eV in rutile. They found lower formation energies for the
O vacancy than Morgan but higher formation energies for the
Ti interstitial.

Many of the defect calculations using GGA + U focused on
the charge localization issue, as GGA + U is useful for large
supercells that are needed to study surface defects for surface
chemistry and catalysis problems.

Figure 11 compares the formation energy of the neutral O
vacancy and neutral Ti interstitial defects in sX as a function
of the O chemical potential. This shows that the O vacancy
is the more stable defect for higher O-rich μO values but that
the Ti interstitial becomes the more stable defect below μO =
−2.8 eV. This does rationalize the various arguments in favor
of the O vacancy being dominant on TiO2 surfaces,9–13,18,19

while the Ti interstitial can contribute in the Ti-rich situation.
Note that our crossover μO value differs from that of Morgan
and Watson33 because their GGA + U method gave poorer

TABLE II. Comparison of formation energies and transition levels for O vacancy and Ti interstitial, calculated by different methods, this
work and Refs. 33, 36, and 51.

VO
0 formation O vacancy 0/ + 2 Tii0 formation Tii 0/ + 4 transition

energy (eV), O- transition level energy (eV), O- (eV) above VB
poor condition (eV), above VB poor condition

sX, this work 1.9 2.3 0.3 2.85
HSE51 1.8 3.1
GGA + U 33 0.8 2.3 0.26 2.7
GGA + U 36 0 2.0 1.2 2.5
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FIG. 11. (Color online) Formation of energy of the neutral O
vacancy and neutral Ti interstitial as a function of O chemical
potential, showing the crossover of defect stability at chemical
potentials below − 2.8 eV.

values for the heat of formation of TiO2. This is also the case
for the results of Mattioli et al.36 Interestingly, for the O-poor
condition, the formation energy of Tii0 calculated by sX is
0.35 eV, less than for the O vacancy. Just below this, the Ti2O3

phase becomes the more stable.

E. Oyxgen interstitial

The oxygen interstitial is the principle oxygen-excess
defect. Its neutral configuration is the most stable across most
of the range of Fermi energies (Fig. 12). In this configuration,
the interstitial O forms a dumbell O-O bonded ion with a lattice
oxygen. In the −1 configuration it also forms a dumbell, but
with a longer O-O bond, while in its −2 structure the interstitial
forms a separate ion. The O interstitial is able to show all its
charge states in our sX calculation. Morgan and Watson33 also
studied the O interstitial, but because the GGA + U method
is not able to open up the TiO2 gap correctly, being a closed
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FIG. 12. (Color online) Formation energy vs. Fermi energy of the
oxygen interstitial defect in rutile TiO2.

shell system, they could not access the negative charge states
so easily. The O interstitial here behaves similarly to that
in HfO2.73

IV. CONCLUSIONS

We have calculated the oxygen vacancy and titanium
interstitial in rutile TiO2 using the sX hybrid functional. The
sX method gives a band gap of 3.1 eV, close to the experimental
value. The oxygen vacancy gives rise to localized defect states
in the band gap, 0.7 eV below the conduction band, and
their charge density are strongly localized on two of the three
adjacent Ti atoms. The Ti interstitial also gives localized gap
states, at 0.7–1.3 eV below the conduction band edge with their
charge density localized on the interstitial and the adjacent Ti
atoms. The formation energies of the neutral Ti interstitial falls
below that of the oxygen vacancy in the Ti-rich limit. In O-rich
limit, the oxygen vacancy is easier to form compared to the
Ti interstitial. The results for vacancy formation energy are
similar to those found by HSE, but we find a deep 0/2+ level,
consistent with ESR and EELS experiments, whereas HSE
finds a shallow level.
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