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Finite-frequency magnetoelectric response of three-dimensional topological insulators
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Topological insulators with a time-reversal symmetry-breaking perturbation near the surface present a
magnetoelectric response that is quantized when the frequency of the probing fields is much smaller than the
surface gap induced by the perturbation. In this work we describe the intrinsic finite-frequency magnetoelectric
response of topological insulators for frequencies of the order of and larger than the surface gap, including the
experimentally relevant case where the system is metallic. This response affects physical observable quantities
and will give rise to new finite-frequency phenomena of intrinsic topological origin.
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I. INTRODUCTION

It is well understood1 that under a time-dependent external
electromagnetic perturbation any given material will develop
a time-dependent response whenever the characteristic fre-
quencies of the perturbation are larger than the characteristic
frequencies that induce a polarization or a magnetization in
the material. The linear response of conventional dielectrics
is characterized by a dielectric function ε(ω) and a mag-
netic permeability μ(ω). There is, in fact, a wider class
of materials, known as magnetoelectric materials,2 which
effectively introduce other response functions that couple
electric and magnetic fields and which, in general, can also
depend on the frequency. Perhaps the most striking case of the
latter is the recently discovered three-dimensional topological
insulators (TI).3,4 They have been predicted to host a quantized
magnetoelectric term in the action, topological in origin,5,6 of
the form S = ∫

dtd3x(α/4π2)θE · B, where α = e2/h̄c and
θ = π , which is only physically relevant when time-reversal
symmetry is broken, which implies that the surface states
that characterize these materials are gapped. Despite the
fact that this term remains experimentally elusive, there has
been much ongoing work on its consequences. It has been
predicted to give rise to a plethora of phenomena, including
the Kerr and Faraday rotation of light determined by the
fine-structure constant7,8 and a repulsive Casimir effect,9,10

where the region of repulsion is determined by θ . Physically,
these approaches are valid only when the frequencies of
the relevant fields are much smaller than the surface gap m

and the topological magnetoelectric term θ is independent of
the frequency and quantized. In general, the magnetoelectric
response will depend on the frequency and permeate into
physical observables, just as the dielectric function or the
magnetic permeability does, modifying all the described
phenomena related to this topological term.

In this work, we derive the finite-frequency magnetoelectric
response of a model Hamiltonian which captures the basic
features of a three-dimensional TI. To do so, we will generalize
the method introduced in Ref. 5 to finite frequency, relating
the response of TIs to that of an effective model with an
extra dimension that behaves as a higher-dimensional analog
of the quantum Hall effect (QHE).11 This approach has been
shown to be helpful to understand the topological origin of
this response, and it is also an efficient computational tool in

practice. It has proven useful to predict the magnetoelectric
response in a related physical situation12–14 where the bulk
of the TI is assumed to be doped. In this particular case,
the magnetoelectric response is not quantized if the chemical
potential is outside the band gap, a behavior that may be
interpreted as arising from the corresponding anomalous QHE
analog in five dimensions.

Here we extend these analyses to a more general and
potentially relevant experimental situation where both the
frequency and the chemical potential are kept finite, a case
that can also be understood as descending from a five-
dimensional finite-frequency QHE at finite chemical potential.
As a consistency check we will show how known results are
recovered in the appropriate limits, giving further physical
insight into them.

II. THE MODEL

Consider the lattice Hamiltonian introduced in Ref. 5,
which captures the low-energy description of a generic TI,
for instance, Bi2Se3.13,15 This Hamiltonian can be written as
H = H0 + HM , with

H0 = t
∑
x,s

c†x
�0 − i�s

2
cx+ŝ + H.c. − 3tc†x�

0cx, (1)

HM = M
∑

x

c†x�
0cx, (2)

with x running through all unit cells, s = 1,2,3, and where ŝ
is the lattice vector in the s direction. �μ are defined as the
set of 4 × 4 matrices that satisfy {�μ,�ν} = 2δμν, with μ,ν =
0,1,2,3,4, including an extra �4 that will be used shortly. In
momentum space this can be written as

H (k) =
(
t

3∑
s=1

cos(ks) + M − 3t

)
�0 + t

3∑
s=1

sin(ks)�s. (3)

These models can be thought of as lattice models that host
an odd number of low-energy massive Dirac fermions.16 For
example, for |M| < t there is a single Dirac fermion at k = 0
of gap M .

The presence of a boundary in the Hamiltonian can
be modeled by making the gap position dependent,
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promoting (2) to

HM =
∑

x

M cos θ (x)c†x�0cx. (4)

This accounts for the band inversion by setting θ (−∞) = π in
the bulk of the TI and θ (∞) = 0. The specific dependence of
θ on x will not be needed for our purposes, only its asymptotic
values. Both experimentally17 and from ab initio calculations15

the bulk band gap is well approximated by M = 0.3 eV for
Bi2Se3. A time-reversal symmetry-breaking perturbation may
generically be included as12

Hm =
∑

x

m sin θ (x)c†x�4cx, (5)

which is localized at the boundary and opens a surface gap m.
This surface gap can arise from doping the TI with magnetic
impurities and has been measured to be m ∼ 50 meV.18,19

III. FINITE-FREQUENCY ELECTROMAGNETIC
RESPONSE OF A TOPOLOGICAL INSULATOR

To obtain the finite-frequency response of a TI system to
electromagnetic fields in the presence of θ (x), we will first
generalize the original procedure devised in Ref. 5 to finite
frequency. In what follows, we compute the current response
of the system with a generalized Kubo formula in a way that
the effect of θ (x) is included in a manifestly perturbative
fashion along the derivation. Our starting point is to consider
the current density at some particular point in space-time x0:

jμ(x0) = δS

δAμ(x0)
, (6)

where S is the action functional of the system. For a profile
θ (x) that is smooth over length scales lm ≡ 1/(vF m) (that
is, | �∇θ | � 1/lm), the current at x0 is mainly determined
by θ around θ (x0) ≡ θ0 because correlation functions decay
exponentially with lm. We may therefore include its effects in
perturbation theory in ∂iθ , which is, by assumption, small. For
the calculation of jμ(x0), we thus approximate12

θ (x) ≈ θ (x0) + ∂iθ |x=x0

(
xi − xi

0

) + · · · (7)

in the Hamiltonian H = H0 + HM + Hm defined by Eqs. (1),
(4), and (5), respectively. To first order in ∂iθ the mass terms
read

HM + Hm =
∑

x

c†x(M cos θ0�0 + m sin θ0�4)cx

+ ∂iθ |x0

∑
x

(
xi − xi

0

)
c†x(−M sin θ0�0

+m cos θ0�4)cx. (8)

Note that in this Hamiltonian θ0 is just a constant parameter.
We can now compute the current response at x0 when a

time-dependent uniform electric field is applied to the system.
This is done by computing the expectation value of jμ to first
order in both ∂iθ and the electromagnetic field Aμ, with a
generalized Kubo formula:

j i(x0) = ∂sθ |x0

∑
x,x ′

〈
Ĵ i(x0)Ĵ j (x)Ĵ s

θ (x ′)
〉
Aj (x), (9)

where i,j,s = 1,2,3, repeated indices summation is implied,
and x0,x,x ′ are full space-time variables. In this expression

Ĵ i(x) are the current operators, and Ĵ s
θ (x) is the operator

attached to ∂sθ in Eq. (8) which defines the following vertex
in momentum space:

J s
θ (k) = (−M sin θ0�0 + m cos θ0�4)∂ks

≡ Jθ∂ks
. (10)

With this, the Fourier transform of the current reads

j i(x0) = ∂sθ |x0

∫
BZ

d4p

(2π )4
e−ipx0Aj

p

∫
BZ

d4k

(2π )4

×
[
TrJ i

k−p/2Gk−pJ
j

k−p/2GkJθ∂ks
Gk

+
{

p ←→ −p

i ←→ j

}]
, (11)

where the integral spans the entire Brillouin zone (BZ).
The electronic Green’s function, which depends on a
four-momentum vector k = (k0,k), is given by G(k,θ0) =
[k0 − H (k,θ0)]−1, defined through the Fourier-transformed
Hamiltonian

H (k,θ0) = H (k) + (M cos θ0�0 + m sin θ0�4), (12)

which depends parametrically on θ0, the bulk mass M , and the
surface mass m. The current vertices are defined as J i(k) =
∂H (k,θ0)

∂ki
, J 0 = I4×4, with i = 1,2,3. In the derivation we have

omitted terms arising from vertices with higher derivatives of
H (k,θ0) with respect to k (Ref. 20) that will not contribute to
the magnetoelectric response.

Before we proceed further, it is worth noting that this
equation may also be written as

j i(x0) = ∂sθ |x0

∫
BZ

d4p

(2π )4
e−ipx0∂qs

[
�

ij

4 (p,q,θ0)
]
q=0A

j
p,

(13)

where

�
μν

4 (p,q,θ0) = −ie2
∫

BZ

d4k

(2π )4

[
TrJ i

k−(p+q)/2Gk−pJ
j

k−p/2

×GkJθGk−q +
{

p ←→ −p + q

i ←→ j

}]
, (14)

and again the identity holds, disregarding higher derivatives of
H (k,θ0). �

ij

4 (p,q) can be considered the response function to
δθ = θ0 − θ (x),

j i(x0) =
∫

BZ

d4p

(2π )4

d4q

(2π )4
e−i(p+q)x0�

ij

4 (p,q,θ0)Aj
pδθq, (15)

which is the generalization to finite frequency and momenta of
Ref. 5. Equation (11) represents an equivalent statement that
features an explicit small parameter throughout the derivation.

Consider now the case where the boundary of the TI is in the
z direction, so that θ (x) = θ (z). A uniform but time-dependent
electric field Ej in momentum space can be written in terms
of an external vector potential Ai that is constant in space, so
that Ai(p0,p) = δ(p)Ai(p0).

The total current density in the xy plane, shown to be
quantized in the dc limit,5,12 is defined as J i

2D = ∫
dzj i(z),

with i = x,y. The finite-frequency generalization of this
quantity, i.e., the integrated current density, thus reads

J i
2D(p0) =

∫
dz0∂z0θ (z0)∂qz

[
�

ij

4 (p,q,θ0)
]
q=0,p=0A

j
p0

. (16)
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With the change of variables
∫ ∞
−∞ dz0∂z0θ = ∫ 0

−π
dθ the

current is finally

J i
2D(p0) = 2π

∫ 0

−π

dθ

2π
∂qz

[
�

ij

4 (p,q,θ )
]
q=0,p=0A

j
p0

. (17)

As in the static case, the parameter θ can be thought of as the
fifth coordinate of a 4+1 model described by H (k,θ ), whose
response functions are integrated only over half of the BZ
because 0 � θ � π . The topological finite-frequency response
of a three-dimensional TI is thus intimately related to the
finite-frequency response of a D = 4 + 1 insulator.

Consider now the experimentally relevant limit where
m � M . In this limit the response in Eq. (17) can be obtained
analytically. This is due to the fact that the low-energy physics
of Hamiltonian (12), considered now as a 4 + 1 Hamiltonian in
half of the BZ, is dominated by an effective 4 + 1 Dirac fermion
of gap m located at (k,θ ) = (0,π/2), where the 4 + 1 analog of
the Berry curvature is largest. Integrals in the five-dimensional
BZ are thus well approximated by a region of momenta around
(0,π/2) within some cutoff �, and the effective Hamiltonian
in the vicinity of that point is given by

H (k,θ ) ≈ H (0,π/2) + ∂ki
H |(0,π/2)ki + ∂θH |(0,π/2) θ̃

= �iki + Mθ̃�0 + m�5, (18)

with θ = π/2 + θ̃ . We can identify this Hamiltonian as that
of a 4 + 1 Dirac fermion where k4 = Mθ̃ . The cutoff for this
model is of order � ≈ M , and for ω � M it may be taken to
infinity. Within this approximation, the θ integral in Eq. (17) is

�
ij0
5 (p,q) ≡

∫ 0

−π

dθ

2π
�

ij

4 (p,q,θ ) ≈ −ie2

M

∫ ∞ d5k

(2π )5

× Tr
[
�iGk−p�jGkM�0Gk−q

+�jGk+p−q�
iGkM�0Gk−q

]
, (19)

where we have used dθ̃ = dk4/M and Eq. (14) with the current
vertices approximated around (0,π/2): J i = �i , J θ = M�0.
The Green’s functions in these expressions are those of a
4 + 1 Dirac fermion, obtained as G(k) = [k0 − H (k)]−1 from
Eq. (18), where now k has four components. Consequently,
the function �

ij0
5 corresponds to the Dirac fermion triangle

diagrams shown in Fig. 1, which can be computed analytically
with standard methods that are detailed in Appendix A (see
also Ref. 21) and can be considered as the optical response of
the five-dimensional analog of the QHE. The magnetoelectric

k−p

k

k−q

k−p

k+p−q

k−q

FIG. 1. Feynman diagrams corresponding to Eq. (19). The second
diagram is obtained from the first by i ↔ j and p ↔ −p + q. The
gray dot represents the ∂sθ vertex.

response is given by the antisymmetric part of the diagram,
and thus the total current finally reads

J i
2D(p0) = 2π�5(p0,μ)εijEj (p0)

≡ σ (p0,μ)εijEj (p0), (20)

where the function

�5(p,q) = εij

2

1

p0
∂qz

[
�

ij0
5 (p,q)

]
q=0,p=0, (21)

and we have used E
j
p = ip0A

j
p. Equations (20) and (21)

define the finite-frequency response of a TI, which we proceed
to evaluate in the next section for different experimentally
relevant scenarios.

IV. RESULTS

In this section we compute the function σ (p0,μ) defined
above which determines the response of the TI to an external
electromagnetic field of finite frequency. First, it is possible to
restore the dependence on the chemical potential since nothing
in the above argument depends on whether or not the chemical
potential is finite as long as μ � M . For a massive Dirac
fermion at zero chemical potential, the function �5(p0,μ = 0)
can be analytically computed. The final analytical expression
at which one arrives depends only on the surface gap m and is
given by (we refer the reader to Appendix A for details)

σ (p0,μ = 0) = 1

2

e2

h

m

p0
log

∣∣∣∣2m + p0

2m − p0

∣∣∣∣. (22)

This function, plotted in Fig. 2, governs the finite-frequency
response of a TI and is one of the central results of this
work. The quantization of the real part at low frequencies
is broken down at finite frequency, giving rise to a logarithmic
divergence at p0 = 2m. Therefore, close to this range of
frequencies, the θ term will dominate the electromagnetic
response of the TI. This is particularly important for Casimir-
type experiments,9,10 where the interplay between the optical
properties of ordinary and topological response determines
not only the sign of the force but also at what distance the
crossover between attractive and repulsive behavior happens.
The precise way this response alters the Casimir force is an
interesting issue on its own, and it is left for a future study.

0 0.5 1 1.5 2 2.5 3
p

0
/m

-2

-1

0

1

2

3

σ(
p 0

)/
e2 /2

h

FIG. 2. (Color online) Real (top) and imaginary (bottom) parts
of σ (p0,μ = 0) given by Eq. (22) as a function of p0 in units of the
surface gap m. The quantization is lost at higher frequency, and a
logarithmic singularity appears at p0 = 2m.
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It is important to note that the analytic result (22) coincides
exactly with the optical Hall conductivity of a massive
(D = 2 + 1)-dimensional Dirac fermion. The dc response of a
single Dirac fermion is quantized to e2/2h, which is consistent
with the fact that in the lattice model the integrals span only
half of the BZ. We thus recover the well-known result that the
boundary of a TI with broken time-reversal symmetry hosts a
half-integer quantum Hall effect.

Being precise, this result should not be interpreted as if
there is a massive D = 2 + 1 Dirac fermion somewhere in the
system. Instead, these results imply that the three-dimensional
optical response of a TI is characterized by spatial average in
the z direction of all the σxy(z) Hall conductivities that occur
wherever there is a nonzero gradient of ∂zθ (z). This situation
is relevant for the recent experiments described in Refs. 18
and 19, where TI are doped with magnetic impurities that break
time-reversal symmetry. It is remarkable nevertheless that a
full D = 3 + 1 calculation reduces to a D = 2 + 1 result. As
will be shown immediately below, this statement does not hold
for the case of finite chemical potential.

To clarify the role of a finite chemical potential, one should
compute �5(p0,μ). This can be exactly evaluated for some
cases which we proceed to describe (technical details are left
for Appendix B). One of them is the dc response at finite
μ. This limit was discussed earlier in Refs. 12–14 and has
obvious interest on its own since TI appear naturally doped in
experiments. The numerical evaluation for �5(p0 → 0,μ) in
the dc limit is exactly given for our model by the expression

σ (p0 → 0,μ) = e2

h

{
1
2 sgn(m) if |μ| � m,

1
4

[
3m
|μ| − m3

|μ|3
]

if |μ| � m.
(23)

The result is shown in Fig. 3(a). The analytical expression
reveals that although there is a quantized value at values
of |μ| � m which also occurs for D = 2 + 1 fermions,22,23

already one can notice very important differences with respect
to the D = 2 + 1 case. In D = 2 + 1 it can be shown22,23

that only a term m/|μ| arises at fillings larger than the gap.
In the present case, however, there is a second term which
has a different behavior and scales like m3/|μ|3. This term
is therefore intrinsically related to the D = 3 + 1 nature of

0 0.2 0.4 0.6 0.8 1 1.2
p0 /m

0.6

0.7

0.8

0.9

1

1.1

σ(
p 0

,μ
)/ 

e2 /2
h

0.5 1 1.5 2 2.5 3
μ/m

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

σ(
p 0

=
0,

μ)
/ e

2 /2
h

(a) (b)

FIG. 3. (Color online) σ (p0,μ) as a function of (a) the chemical
potential μ for zero frequency in units of the surface gap m and
(b) the external frequency p0 for μ/m = 1.0–2.0 in steps of 0.2
(top to bottom). There is a quantization plateau whenever |μ| � m

and a decay for μ � m given by (23). For finite frequencies and
whenever |μ| � m is satisfied, the dc value is not quantized and is
given by Eq. (24).

the carriers, which is only fully transparent in the analytic
result. The extra term turns the kink between the two regimes
|μ| � m and |μ| � m smoother, making the curve in Fig. 3(a)
differentiable at all μ, in contrast with the 2 + 1 result.

Finally, it is possible to gain analytic insight into the
regime where both the frequency p0 and μ are kept finite,
a situation that can be clearly relevant for experimentally
realistic situations. It is easy to see that whenever |μ| � m and
p0 < 2m, the result is the same as in Eq. (22). However, there
is an experimentally more relevant situation when |μ| � m

but p0 < 2m still. This is the case of a doped TI at finite
frequency. Evaluating �5(p0 � 2m,|μ| > m) one obtains the
first nontrivial order in p0:

σ (p0,|μ| > m) = 1

4

e2

h

[
3m

|μ| − m3

|μ|3 + mp2
0

6|μ|3
]

, (24)

which is plotted as a function of the external frequency p0 for
different values of the chemical potential μ in Fig. 3(b). In
the limit where μ = m this coincides with the expansion of
Eq. (22) when p0 � 2m. In this general case, the quantization
of the zero frequency value is also absent for finite values of
μ and p0. Thus our results imply that the Kerr and Faraday
rotation7,8 will turn out not to be quantized in units of the
fine-structure constant if the samples are doped and/or if the
frequency of the probe is of the order of the surface gap, a
common situation in actual experiments.

V. DISCUSSION AND CONCLUSIONS

To summarize, the present findings will inevitably permeate
into physically observable quantities whenever optical probes
have a frequency comparable to or larger than the surface gap.
Given the sizes of the gaps, which are as large as 0.3 eV for
the bulk gap and 50 meV for the surface gap,18,19 it should
be possible to observe these effects with infrared probes,
which are fully controllable within current state-of-the-art
technology.24 The interplay between both scales can be studied
in full lattice models and will be the aim of a subsequent
publication.

More elaborate scenarios, such as the proposed repulsive
Casimir effect,9,10 the topological Kerr and Faraday effect,7,8

or even the optical-modulator device proposed in Ref. 25
should be revisited. These findings can be generalized to other
classes of topological materials, such as certain classes of Weyl
semimetals that host a Carroll-Field-Jackiw term,26–29 and also
to higher-dimensional analog of TI.

In conclusion we have calculated the electrodynamic re-
sponse of TI at finite frequencies and finite chemical potential,
relating it to the response of a higher-dimensional analog of the
anomalous QHE. Beyond reasonable doubt, these findings will
permeate and strongly affect physical observables, just like
any other finite-frequency response function. We have shown
that there is a well-defined action in this case and that it is
possible to define a quantity, the total current, which is not
sensitive to the particular time-reversal symmetry-breaking
profile inside the TI, but it is still dependent on the external
frequency characterizing the electromagnetic perturbation.
These results pave the way to the understanding topological
phenomena at finite frequency, which are bound to be relevant
in current experimental setups.
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APPENDIX A: CALCULATION OF �5( p0,μ = 0)

As described in the main text �5(p0,μ) determines the
finite-frequency response of the TI system. In this appendix
we provide an alternative derivation starting from the response
of a D = 4 + 1 system and give details on how to compute it
for μ = 0, leaving the μ 
= 0 for Appendix B.

As shown in Ref. 5 the quantized dc magnetoelectric
response of TI system can be described as descending from
a five-dimensional analog of the quantized integer quantum
Hall effect (IQHE).11 Under this perspective the work of
Refs. 12–14 for finite chemical potential can be understood
as arising from the corresponding anomalous QHE analog
in five dimensions. Similarly, it is possible to reinterpret
our results presented in the main text as descending from
a five-dimensional finite-frequency QHE at finite chemical
potential.

To describe the finite-frequency response of D = 4 + 1 at
μ = 0 we couple the model to an external electromagnetic
field Aμ. After integrating out fermions, we obtain an effective
action for the gauge field. This effective action will generate
an analog of the QHE described by a Chern-Simons-like term
which in momentum space reads

Seff
4+1 =

∫
BZ

d5q

(2π )5

∫
d5p

(2π )5
�5(p,q)εμνρστAμpνAρqσAτ ,

(A1)

where εμνρσ is the Levi-Civita totally antisymmetric tensor and
Aμ is the electromagnetic gauge field. In real space, the pμ,qν

momenta turn into derivatives, and one recovers an action of
the form A∂A∂A, which is a five-dimensional analog of the
IQHE action in D = 2 + 1 space-time dimensions of the form
A∂A. The function �5(p,q) accounts for the finite-frequency,
finite-momentum response of the system. It is generated in
perturbation theory from the Feynman diagrams shown in
Fig. 1 and can be regarded as arising from the antisymmetric
part of the tensor:

�
μνρ

5 (p,q) = −ie2
∫

d5k

(2π )5
Tr[Gk−p�μGk�

νGk−q�
ρ

+Gk+p−q�
νGk�

μGk−q�
ρ]. (A2)

The electronic Green’s function is a function of a
five-momentum vector k = (k0,k), given by G(k) = [k0 −
H (k)]−1. For our model with one massive Dirac fermion in
D = 4 + 1 dimensions5 the low-energy propagator is of the
form

G(k) = k0 + �aka

k2
0 − k2

. (A3)

Using the fact that the �a matrices satisfy

Tr [�a�b�c�d�e] = −4εabcde, (A4)

one can isolate in Eq. (A2) the antisymmetric term with five
�a matrices to obtain, in terms of the Feynman parameters
α,β,γ ,21

�
(a)μνρ

5 (p,q) = −16ie2mεμνρστpσ qτ

∫
d5k

(2π )5

∫ 1

0
dαdβdγ

× δ(1 − α − β − γ )

[k2 − m2 + p2αβ + q2γα + (p + q)2βγ ]3

(A5)

= −e2m

8π2
εμνρστpσ qτ

∫ 1

0
dαdβdγ

× δ(1 − α − β − γ )√
m2 − p2αβ − q2γα − (p + q)2βγ

≡ εμνρστpσ qτ�5(q,p). (A6)

It is not difficult to check that this definition of �5(p,q) is
analogous to that given in the main text. To compute it, it is
possible to numerically evaluate the integrals on the Feynman
parameters and find �5(q,p).

As shown in the main text, it is important to keep in mind
that in order to calculate the finite-frequency response to an
external time-dependent but spatially uniform electric field,
only the external frequency p0 is kept finite while all the rest
are set to zero. The integrals in the Feynman parameters are
analytic and give the logarithmic dependence shown in Eq. (22)
in the main text.

Consistent with the dc response of a single Dirac fermion,5

at p0 = 0 the response is quantized to e2/2h, also in agreement
with the fact that in the lattice model the integrals span only half
of the BZ. The theory recovers the fact that at the boundary of
a TI with broken time-reversal symmetry there is a half-integer
quantum Hall effect.

APPENDIX B: FINITE CHEMICAL POTENTIAL, �5( p0,μ)

In this Appendix we discuss the details of the computation
of the response at finite frequency p0 and chemical potential μ.
The integral to be computed in this case is defined in Eq. (A5)
with the replacement k0 → k0 + μ:

�5(p,q)

= −16ie2m

∫
d5k

(2π )5

∫ 1

0
dαdβdγ

× δ(1 − α − β − γ )

[(k0+μ)2− k2− m2+ p2αβ + q2γα + (p + q)2βγ ]3
.

(B1)

Following the arguments in the main text the relevant case is
where all external momenta are zero except p0. The integral
in k0 has two third-order poles at k±

0 . The position of the poles
in the complex plane is determined by the relative magnitude
of m2, μ, α, p0, and k2.

Consider the simple case where p0 → 0. Following the
procedure in Ref. 23, in this case there is a pole which always
has a negative imaginary part, no matter what value of k it
has. The other pole, however, depending on k, will change
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semiplanes, and so for certain values of k the integral should
be split into two. At this point it is possible to identify several
cases.

|μ| � m. In this case both poles are always in different
semiplanes, and the integral is proportional to sign(m).

|μ| � m. In this case it is necessary split the integral on k
into two parts, one from 0 to k∗ and the other one from k∗
to ∞, where k∗ is the value of k at which the pole changes
semiplane, namely,

√
μ2 − m2. The first integral gives zero

since both poles are on the same side. The second one is

�5(μ) = 16e2m

∫
dk0

2π

∫ ∞

k∗
k3 dk

(2π )4
2π2

× 1

[(k0 + μ)2 − k2 − m2]3
. (B2)

We calculate first the k0 integral with the residue theorem. It
is a third-order pole, so closing the contour from above and

restoring h̄, we find

�5(μ) = 1

2

1

8π2

[
−3m

|μ| + m3

|μ|3
]

e2

h̄
. (B3)

Since we need σ (μ) ≡ 2π�5(μ), we finally obtain (23):

σ (μ) = 2π�5(μ) = 1

4

[
−3m

|μ| + m3

|μ|3
]

e2

h
, (B4)

which reduces to the familiar 1
2

e2

h
sign(m) contribution of a

2 + 1 massive Dirac fermion when m = μ and has an extra
term m3

|μ|3 compared to the D = 2 + 1 case.23 For finite p0 and
|μ| � m one can generalize the same arguments and find that
for p0 � 2m we have

σ (p0 < 2m,μ) = 1

4

[
−3m

|μ| + m3

|μ|3 − mp2
0

6|μ|3
]

e2

h
. (B5)
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