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centers in diamond nanocrystals
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The photoluminescence of the negatively charged nitrogen-vacancy (NV−) center displays anomalous
saturation behavior at high excitation pulse energies. Where the luminescence is expected to approach a maximum
value asymptotically, we have found that it instead drops by as much as a factor of two. In this report, we present
evidence that these effects are caused by optical spin depolarization of the NV− center. We show that the
presence of an external magnetic field results in a marked decrease in the anomalous character of the NV−

centers’ luminescence and demonstrate that low-energy pulses applied after a strong depolarizing pulse can
repolarize the spin of the center. We also offer a model and derive important parameters describing dynamics in
the NV center and its interaction with light, which quantitatively explain all the observations.
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I. INTRODUCTION

Nitrogen-vacancy (NV) centers1 are defects of the diamond
crystal lattice made of a vacancy and an adjacent substitutional
nitrogen atom. NV centers occur naturally in small concentra-
tions but these concentrations can be increased dramatically
by irradiating crystals with high-energy electrons, protons,
or alpha-particles, followed by annealing at around 800 ◦C.1

NV centers have recently attracted interest in many areas
of research due to their magneto-sensitivity,2 photostability,3

and chemical inertia.4 The zero-phonon line at 1.945 eV in
the photoluminescence spectrum of the negatively charged
center is attributed to a strong dipole transition between its
spin-triplet ground and excited states. The centers have a
large absorption cross section of 1.0 ± 0.3 × 10−16 cm2 at
a practically convenient 532-nm wavelength.5 These unique
properties make the NV center a promising candidate for
various applications.6 The ground state has a total spin of 1
and nano-magnetometry, based on the sensitivity of the spin to
the external magnetic fields, was first proposed as a theoretical
concept7 and later demonstrated experimentally.8,9 Quantum
information processing10–13 and biomedical applications14–16

are also hot topics, and the provided references give several
examples in the area. In recent papers, it has also been
demonstrated that nano-diamonds can be used as nanoscale
temperature-sensors17,18 and electric field sensors.19 The pho-
tostability of NV centers depends on the crystal size, and
centers in ultrasmall (about 5 nm across) diamonds are subject
to luminescence intermittency.20 A lot of interest exists in
fabrication of NV centers at high concentration21–24 and in
ultrasmall 5-nm diamond crystals.25–27

In this paper, we investigate a new phenomenon recently
reported28 that manifests itself as a drop in luminescence
intensity of centers excited by a pulsed laser, when the
excitation energy density of the excitation pulse increases. It is
expected that the luminescence of the NV centers should rise
linearly with laser excitation at very low energies, followed
by a decrease in the growth rate as the NV in diamond
asymptotically approaches its maximum luminescence, which
is achieved when a center is excited with probability 1 by each
pulse. When the pulse length is much shorter and the delay
between the pulses are much longer than the relaxation times

in the NV center, saturation of the signal R can be described
by a simple two-parameter equation5,28

R = R∞[1 − exp(−E/Esat)] (1)

where R∞ is the asymptotic value of the photon detection rate,
dependent on the quantum yield of the luminescence and the
photon detection efficiency of the experimental apparatus. E

is the energy of a single laser-pulse, and Esat is a parameter
called the saturation energy.5,28 It was most surprising to
find significant deviations from Eq. (1). We associate this
observation with a new manifestation of spin polarization
(preferred population of a certain spin sublevel) in NV
centers. The dynamics of the spin in NV centers is pivotal
for many applications, and this work adds to the field a
new feature. The regime of strong excitation of NV centers
is used for a number of applications, such as stimulated
emission depletion microscopy.15 Better understanding of
strong-excitation effects in NV centers is therefore important
for the advancement of these fields. Finally, the analysis of the
results described in this paper allows obtaining information
about relaxation rates and the photoionization cross section of
the center.

II. SPIN OF NV CENTERS AND LUMINESCENCE

The total spin of an NV− center in its ground electronic
state is 1; therefore, it can have three possible projections,
m = 0 and m = ±1 on the axis connecting the nitrogen atom
and the vacancy (see Fig. 1). The zero-field splitting between
the m = 0 and m = ±1 levels is approximately 2.83 GHz in
the electronic ground state. Under normal conditions at room
temperature, all three spin sublevels are equally populated.
Although absorption of a photon and relaxation to the ground
state through photoluminescence does not change the value of
m because of the selection rules of the radiative electric-dipole
transition, a process initiated by light absorption transfers
the spin population from m = ±1 states to the m = 0 state.
This process is called optically induced spin polarization.
The accepted model of spin polarization assumes that the
states m = ±1 can relax nonradiatively to the ground state via
an intermediate singlet electronic state (this state is situated
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FIG. 1. Simplified energy diagram of an NV center. The straight
lines represent radiative transitions (absorption and emission of a
photon). Wavy lines symbolize nonradiative transitions. Solid lines
sketch the conventional path for transferring a population from m =
±1 states to m = 0 states, and the dashed lines represent transitions
proposed in this paper to explain our experimental observations (they
transfer a part of the population from m = 0 back to m = ±1).
All singlet states are shown as a gray box and labeled S. Label
C stands for conduction band and V for the vibronic states. The
absorption rates from the ground and the excited electronic states are
σI and σ ′I , respectively, with I being the laser intensity and σ , σ ′

the corresponding absorption cross sections.

between the two triplet states) and that the singlet state
then relaxes predominantly to the m = 0 level of the ground
state.29,30 The described nonradiative path is very inefficient
for the m = 0 state, causing it to relax primarily via the
photoluminescence path. A center polarized to the m = 0
state will therefore have a greater photoluminescence intensity
than a depolarized center.2 Although 100% spin polarization is
highly desirable for applications, only about 85% population
of the m = 0 state has been reported in the literature. It is
believed but not confirmed experimentally that the limit of
85% is set by the nonzero probability of the spin-changing
optical transitions.30 A hot topic in the literature is the detailed
mechanism of such spin polarization. In particular, the number
of singlet states involved and their symmetry has been a subject
of scrutiny.30–35 The general consensus is that the electronic
ground term is of 3A2 symmetry (C3v point group) and the
excited spin-triplet is an orbital-doublet (Ex , Ey). The doublet
is split because of a linear strain in the crystal.36 This splitting
is less than 100 GHz but can be observed at low temperatures.
However, electronically excited states are generally not well
understood. The unresolved questions are the number of singlet
states between the two lowest triplet states, their symmetry, and
the selection rules for the spin-polarizing intersystem crossing
(ISC). The number of singlet states ranges between one and

three in different models. For example, three singlet states 1E′,
1A, and 1E (in order from the highest to the lowest) were
recently predicted using ab initio many-body perturbation
theory.34

III. EXPERIMENTAL

The experimental apparatus5 is based on a wide-field epi-
fluorescence microscope. This allows observation of several
crystals simultaneously. We focus 532-nm light from a pulsed-
output fiber laser (Fianium) with a pulse duration of 80 ps
through a prefocusing lens and a microscope objective (Nikon,
NA 0.9 × 100) to form a spot approximately 30 μm
in diameter on a quartz slide spin-coated with diamond
nanocrystals. These crystals have an average size of 30 nm
and were purchased from the Academia Sinica production
facility. NV centers were produced by irradiation of diamond
nanocrystals with He+ ions followed by annealing as described
in the literature.23 Luminescence from NV−centers is collected
by the microscope objective and sent to a detector. Depending
on the experiment, for detection we used either a thermoelec-
trically cooled Electron Multiplying CCD (Andor iXon) or a
time-gated Image-Intensified CCD (Stanford Computer Optics
4Picos), which has a sub-nanosecond time resolution. Both
detectors were used in conjunction with either a spectrometer
(Acton SP2300) or a set of filters that transmit the emission
of negatively charged NV− in the 675–700-nm band and
block both background light and light from the NV0 species,
whose luminescence is centered around 630 nm. A magnetic
field used in one of the experiments was created by a small
permanent magnet. The direction of the field was parallel to
the optical axis of the microscope objective and perpendicular
to the substrate with the diamond crystals.

Dependence of the photoluminescence rate on the energy of
the laser pulses is shown in Fig. 2. The experimental data accu-
rately follows Eq. (1) at relatively low pulse energies, but when
the pulse energy is approximately five times the saturation
energy, the experimental points deviate significantly from the
theoretical prediction. For this crystal, luminescence intensity
levels out at approximately 75% of its maximum value as the
pulse energy increases. The emission rate decreases 1.7 times
compared with the predictions of Eq. (1). The saturation curve
was measured by taking half of the measurements going from
low-energy to high-energy pulses, and the other half using
decreasing pulse energy. The luminescence spectra shown in
Fig. 3 were measured at the pulse energy of 0.08 μJ (this
energy corresponds to the peak of the curve shown in Fig. 2)
and at 1 μJ.

The curve remained consistent regardless of whether it
was measured using increasing or decreasing pulse energy,
suggesting some mechanism by which the luminescence
recovers after being affected by the high-energy laser pulses.
We used amplitude-modulated excitation pulses to investigate
the dynamics of this recovery. The pulse sequence had a period
of 10 μs (see Fig. 4, insert). The sequence started with a
relatively strong “dimming” pulse, the energy of which varied
in a wide range. After this pulse, there were N “luminescence-
recovering” pulses. The energies of these pulses were always
Em. The value Em was chosen to be close to the energy at the
peak of the saturation curve in Fig. 2. Typically this energy
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FIG. 2. (Color online) Photoluminescence of NV− centers at
different energies of the exciting laser pulse (pulse repetition rate
is 1 MHz). The smooth solid curve is obtained by fitting Eq. (1) to
the first eight low-energy points. The saturation energy is 0.02 μJ.
The dashed line is a fit to a model as explained later in the paper.

was three to five times the saturation energy. The dependence
of the average NV luminescence intensity on the energy of the
first pulse and the number of the recovering pulses is shown in
Fig. 4. The detected signal is divided by the number of pulses
per period of the pulse sequence. For example, in the case of
one strong pulse followed by three weaker pulses, the signal

FIG. 3. (Color online) Spectra of an ensemble of NV centers in
a nanocrystal at two different pulse energies. The intensity units are
the same for both spectra. The spectrum with higher intensity is
measured at 0.08 μJ, and the lower spectrum is measured at 1 μJ
of the excitation-pulse energy. These energies are significantly above
the saturation energy of 0.02 μJ. In this saturation regime, there is
no significant change in NV0 emission, but the decrease in NV−

emission is clearly visible.

FIG. 4. (Color online) Spin polarization can be recovered using
low-energy pulses after the initial high-energy depolarizing pulse.
The pulse energy in the figure is the energy of the first pulse in the
sequence (periodically repeated). The energy of the following pulses
was always Em. The dots are experimental points, and the solid line
is the best fit to the model (see Table I for fitted parameters). The
inset shows schematically the pulse sequences used to obtain each of
the curves.

has been divided by a factor of four. Such scaling takes into
account the trivial increase in photoluminescence rate because
more excitation pulses are shot within the 10-μs time intervals.
As can be seen from Fig. 4, the drop of luminescence gradually
decreases when the number of recovering pulses increases.

The magnitude of the intensity drop also reduces signifi-
cantly when the crystal is placed in an external magnetic field.
This is shown in Fig. 5. The magneto-optical effect clearly
points to the important role played in this effect by the spin of
the NV centers.37–39 In particular, the external magnetic field
induces mixing of the spin state and thus decreases the level
of spin polarization.

The luminescence decay of the NV centers after the
laser-pulse at various excitation energies is shown in Fig. 6.
Luminescence decay was measured at excitation energy
corresponding to the linear portion of the saturation curve, at
its peak, and at the maximum pulse energy. The luminescence
was integrated on the Image-Intensified CCD for a time
interval of 40 ns with varying delays after the laser pulse.
The magnetic field’s effect on the decay was also examined.
As can be seen from Fig. 6, all luminescence decay curves can
be approximated very well with two exponential functions.
Note that the high-rate component becomes more prominent
at high pulse energy, and at any pulse energy in the presence
of a magnetic field.
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FIG. 5. (Color online) Left panel: saturation curves gathered with
external fields between 0 and 290 mT (the field values are shown on
the right panel). Right panel: theoretical fits of the data shown on
the left. Fits were derived from the model described above. From the
data, it is clear that externally depolarized centers show a marked
decrease in anomalous saturation behavior. The insert shows the four
possible orientations of the NV centers. For the best fit, the magnetic
field was oriented approximately along one of these directions. The
angles indicated are 109.4◦.

IV. DISCUSSION AND MODEL DESCRIPTION

The drop in luminescence intensity could be related to
photo-induced conversion of the negatively charged centers
to their neutral form. Photoionization of NV− centers has
been experimentally investigated previously.40,41 Interestingly,
phototransformation of NV0 to NV− has also been reported42

and explained by ionization of an impurity whose electron
is then captured by NV0. The spectra in Fig. 3 demonstrate
that while the emission of the negatively charged NV center
(distinguishable by its 638-nm zero-phonon line and a phonon
band with a maximum at about 680 nm) decreases by a factor of
1.5, the spectrum of the neutral center (with a zero-phonon line
at ∼575 nm) remains unchanged. Therefore, the mechanism of
the observed decrease in the NV− emission does not agree with
the kinetics described in previous publications40,42 reporting
the photo-induced interconversion of NV− and NV0 where
the diminishing luminescence of one type of center has been
accompanied by a corresponding increase in the luminescence
of the other center.

It has also been documented that the luminescence intensity
of NV centers drops as the temperature increases significantly
above room temperature.17 But as the temperature increases,
the zero-phonon lines associated with both negatively charged
and neutral NV centers broaden and become indistinguishable
from the background of the photon band above 500 K.17

However, little broadening (less than 30%) has been observed
in these experiments, as shown by the spectra in Fig. 3. We
conclude that the average temperature of the crystal is less
than 400 K, which rules out a significant temperature-related
effect.

FIG. 6. (Color online) Luminescence decay curves gathered
at three different pulse energies: 0.013 μJ (curve 1), 0.085 μJ
(curve 2), and 1.1 μJ (curve 3). In the presence of an external
magnetic field of 290 mT, curves were measured at pulse energies
of 0.013 μJ (curve 4) and 1.1 μJ (curve 5). We found that all
decay curves can be fitted with a two-exponential decay. The
decay rates and the amplitudes of the fast/slow components for
curve 1 are 57(7)/18(1) MHz and 0.059(8)/0.115(9), curve 2,
61.4(3)/17.9(3) MHz and 0.126(6)/0.216(6); curve 3, 85(5) /

18.9(6) MHz and 0.130(5)/0.117(5); curve 4, 70(3)/20(2) MHz and
0.074(4)/0.029(4); curve 5, 70(2)/17(1) MHz and 0.195(5)/0.050(5),
where the numbers in brackets show the standard deviation of the last
digit (e.g., the amplitude of the fast component of curve 5 is 0.195
and the standard deviation is 0.005). The increased significance of the
faster decaying component at higher energies of the pulse is clearly
visible when comparing curves 1 and 3. The presence of the magnetic
field also increases the relative contribution of the faster decaying
exponent, as can be seen from comparison of curves 3 and 5.

As has already been mentioned, the key to the explanation is
provided by the saturation curve measured when the magnetic
field was switched on. The curve is then close to the prediction
of Eq. (1), and the luminescence intensity at the highest pulse
energy is close to the intensity observed without the field.
The magnetic field mixes the states with different values of
the spin projection on the axis of the NV center37–39 and
reduces the degree of the spin polarization. Therefore, we
can assume that the high-energy laser pulses depolarize the
spin state. Obviously this has little effect if the spin is already
depolarized by a strong external magnetic field as seen in
Fig. 5. Interestingly, the change in the spin polarization does
not affect the saturation energy value. This insensitivity of the
saturation curve to the population of the metastable states is
expected for the short-pulse excitation.28

First, we briefly discuss a well-known spin depolarization
mechanism, spin-lattice relaxation. The spin-lattice relaxation
rate at room temperature is about 1 kHz, but above room
temperatures, it quickly increases, proportional to the fifth
power of the temperature.43 It is therefore possible that spin
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TABLE I. Parameters derived by fitting the model to the experi-
mental data.

σ 0.95 × 10−16cm2

σ ′ 6.5 × 10−18cm2

k1S 43 MHz
kS1 0.9 MHz
kS0 2.4 MHz
k 20 MHz
r �20 MHz

is depolarized due to an increase in the crystal temperature.
Although the average temperature does not change signifi-
cantly under high–pulse energy excitation, as indicated by the
zero-phonon line, a high temperature may still be present in the
crystal for only a small fraction of the luminescence lifetime,
but achieving the thermal equilibrium of the spin states within
a few nanoseconds requires unrealistically high temperatures
(10 times higher than room temperature) and therefore can be
excluded.

Our model is based on the idea of an electronically excited C
state, reachable from the excited state using 532-nm excitation.
This state has triplet multiplicity as it is radiatively coupled
to the excited triplet state, although the purity of its triplet
origin may be somewhat affected by the spin-orbit coupling.
According to the Kasha and Kasha-Vavilov rules,44 the most
probable relaxation path from state C is fast nonradiative
relaxation to the lowest exited state of the same multiplicity,
the first excited triplet state (see also discussion of the
luminescence decay rates below). The only assumption that
we make about the nature of state C is that the strength of
the spin-orbit coupling is sufficient to substantially diminish
spin polarization when the electron in state C relaxes to the
lowest excited triplet state. Because the first excited state of
the NV− center is close to the conduction band, the ionized
state of NV− is a likely candidate for the C state. In the
two-step photoionization of NV−, the electronic configuration
of the center changes as follows a2

1a
2
1e

2 → a2
1a

1
1e

3 → a2
1a

1
1e

2.
A fast rate of the subsequent recombination ensures that NV0

created in this process does not contribute to the luminescence
spectrum. Note that the fast nonradiative relaxation from the
C state to the lowest excited triplet state is enabled through
effective conversion of the electronic energy difference into
vibrational energy of the lower electronic state.45 Strong
vibronic coupling can also substantially increase spin-orbit
interactions.46 For simplicity of modeling, we assumed that
the C state decays to each spin component of the first excited
triplet state at the same rate. Note that the resulting behavior
of the emission rate will not change if the “free” electron in
state C is captured by another (not parental) neutral NV center
present in the same crystal.

To make the comparison between the experiment and our
explanation quantitative, we have solved rate equations similar
to those used by Rogers et al.38 The involved rates are shown
in Fig. 1, and the details are explained in the Appendix. By
solving the rate equation, we were able to find the parameters
of the model (see Table I). The factors that most strongly affect
the theoretical curves in Figs. 4 and 5 are actually the ratios
σ/σ ′, k1S/k, and kS1/kS0. The value of the absorption cross

section σ was published recently,5 and it has been used to
estimate the absorption cross section from the excited triplet
to the C state. The radiative rate k depends on the orientation of
the transition dipole relative to the glass-air interface. When
the dipole moment is parallel to the interface, the emission
decays 1.7 times slower than when it is perpendicular to the
interface plane.47 We have used 20 MHz as an estimate for the
radiative rate. This choice has been motivated by the results of
the luminescence decay measurements (see below). The ISC
rate from the triplet (m = ±1) to the singlet (see Fig. 1) turned
out to be significantly faster in our sample than measured
previously in bulk diamond.30

The model successfully explains the recovery of spin
polarization. First, we have used chi-squared criteria to find
the best agreement between the data in Fig. 4 and the model.
The fitting minimizes the value of χ2 = ∑

(Re − Rm)2, where
Re and Rm are, respectively, the luminescence rates detected
experimentally and calculated using the suggested model. The
best agreement is achieved when kS1/kS0 ≈ 0.6. If the data
in Figs. 4 and 5 are fitted together (the fits are shown in the
figures), then the optimal ratio of kS1/kS0 ≈ 0.4. The value
of the chi-square increases by a factor of two in each of
these cases, if we keep the value of kS1 at zero (the value
suggested in the literature) when running the optimization
algorithm. Therefore, we conclude that the singlet state relaxes
with comparable probabilities to the m = 0, ± 1 levels in the
electronic ground state. The rate of 3.3 MHz for the relaxation
from the singlet reported by Manson et al.30 is actually the total
rate of the singlet depopulation. Using this number and the ratio
of 0.4, we determine that kS1 ≈ 0.9 MHz and kS0 ≈ 2.4 MHz.

The model explains the effect of the magnetic field
reasonably well if the orientation of the crystal relative
to the field is used as a fitting parameter. The strength
of the emission observed from this crystal corresponds to
approximately 50 NV centers, and we assumed that there are
an equal number of NV centers oriented along each of the four
possible directions within the crystal. This assumption has
made the model moderately sensitive to crystal orientation.
Other authors38,39 report significant deviations between the
theoretical dependence of the luminescence intensity on the
magnetic field and the experiment. The reason for the ∼10%
discrepancy as reported by Rogers et al.38 is not clear. In our
case, the largest discrepancy of about 6% is observed for the
strongest magnetic field. This indicates that the model misses
some minor effects but correctly describes major trends. The
fit could be improved by adding the populations of the four
orientations of the NV centers and a distribution of lifetimes
to the fitting parameters.

The model also explains the behavior of the luminescence
decay curves. We find that the data are consistent with a two-
exponential decay

R = A1exp(−k1t) + A2exp(−k2t) (2)

where k1 and k2 are the decay rates of the two components.
A1 and A2 are the corresponding amplitudes proportional to
p1[1 − exp(−k1ti)]k

−1
1 and p2[1 − exp(−k2ti)]k

−1
2 , where p1

and p2 are the populations of the states. Additional factors
take into account the effect of integration over ti = 40 ns on
the chip of the Image-Intensified CCD. The decay rates (see
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caption of Fig. 6) are close to the transition rates determined by
fitting the model: 63 MHz for the m = ±1 states and 20 MHz
for the radiative transition from m = 0. Our model is further
supported by the fact that the values p1 + p2 are the same
within the accuracy of measurements for curves 2, 3, and 5,
the curves obtained when absorption from the ground state
is completely saturated. This confirms that the decrease in
luminescence intensity when power increases from 0.085 to
1.1 μJ or when the magnetic field is switched on is not related
to the decrease in the total population of the excited states
whose radiative decay contributes to the luminescence signal
(as has been already concluded from the spectra in Fig. 3).
In particular, nonradiative relaxation to the ground electronic
state directly from the C state would decrease the value of
p1 + p2. In agreement with the model is also the increasing of
the relative amplitude of the fast decaying term in Eq. (2) as
the degree of the spin depolarization increases.

The simulated data depend very little on the relaxation
rate from the C state. Therefore, we can only set a low limit
on the value of r (see Fig. 1), exploiting the fact that the
slowest decay rate in Fig. 6 is 18 MHz and that the time-
resolved data integrated for 40 ns agree well with the data
in Fig. 5, which were obtained after integration for several
seconds. For example, the value of A1/[1 − exp(−k1ti)] +
A2/[1 − exp(−k2ti)] for curve 2 is about 1.4 times larger than
for curve 3. This is close to 1.5, the ratio measured with the
same pulse energies but without time gating, and shows that
no long-lived components (except for the two identified by
the fitting the decay curves) contribute significantly to the
averaged luminescence signal.

It is interesting to discuss our results in the context of two
other experiments performed in bulk diamond and related
to the photoionization of NV−. In an earlier experiment,41

the photoionization process had been accompanied by the
corresponding increase in the emission of NV0. The efficiency
of this ionization was estimated to be 10−3. If a center
cycles 1000 times before changing its charge state, the spin
polarization would practically always be at maximum since it
takes only a few cycles to repolarize the spin, even if it were
depolarized after the ionization. Also, the photoionization was
spontaneously reversible with a representative time constant
of about 10 μs. If the NV0 created by the photoionization
had such a long lifetime, then ionization of NV− would
increase emission in the spectral region of NV0. Such an
increase is not observed in our experiment. Therefore, we
conclude that the ionization process proposed by Manson
and Harrison41 plays a minor role (if any) in our crystals.
Recently, two-photon excitation of NV− followed by an Auger
process, absorption of two other photons, and capturing an
electron from the valence band of the crystal have been
proposed48 to explain experiments in ultrapure bulk diamond at
low temperatures. Reflecting on this line of thought, we note
that the electron configuration of the neutral center created
by the transformation a2

1a
1
1e

3 → a2
1a

1
1e

2 could be simply
converted into a1

1a
2
1e

2 and then a2
1a

2
1e

2, the ground state of
NV−, first by absorbing just one photon and promoting an
electron from the lowest a1(1) state, which is about 1.2 eV
below the maximum energy of the valence band and 2.6 eV
below the energy of a1(2)35, and then by capturing an electron
from the valence band into the depopulated a1(1) state. The

kinetics of this process will be similar to that discussed in this
paper if three conditions are fulfilled. First, the key assumption
is that during the photoionization stage or in the transformation
of NV0 back to NV− the spin polarization of the NV center is
lost. Second, the step a2

1a
1
1e

3 → a2
1a

1
1e

2 should be the slowest
process in the closed loop of the NV transformations to ensure
that the most probable state of the center at the end of a
strong laser pulse is the excited-triplet a2

1a
1
1e

3. Third, the
energy of a photon at 532-nm wavelength (2.3 eV) should
match the gap between a1(2) and a1(1). Summarizing the
paragraph, we believe that the model suggested in this paper is
essentially distinctive from other proposals in the field while
being convincingly supported by the presented experimental
data.

V. CONCLUSION

In this work, we have analyzed the anomalous saturation
behavior of the negatively charged NV centers and have shown
that the drop in luminescence intensity as the energy of the
exciting laser pulse increases cannot be related to the decrease
in the time-averaged number of NV− centers in the crystal.
We demonstrate that our experimental results agree well with
the model in which optically induced spin depolarization (and
the related increase of the radiationless ISC) is the mechanism
responsible for the reduction of the photon emission rate.
This mechanism has been confirmed by using an external
magnetic field that reduces spin polarization in the NV−centers
by spin mixing. The suggested optical spin depolarization
results from a process that consists of two-photon excitation
of the center to state C (placed in the conduction band of
the crystal) followed by fast return of the center to the
first excited triplet state of NV−. The exact nature of the
C state and the related dynamics warrant further theoretical
and experimental investigations. Finally, we have shown that
a series of low-power pulses following an initial high-power
pulse can cause the luminescence of the NV−center to recover,
a finding that is in line with our model. The model is most
consistent with the experimental data if the ISC rate from the
excited triplet to the singlet is about two times faster than
the radiative transition rate and (unlike what is commonly
accepted) the metastable singlet can relax to the m = ±1
ground states with rates that are about half the relaxation rate
of the m = 0 level.
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APPENDIX

We consider a 10-state scheme. The triplet states are labeled
using Greek characters, with a number of primes indicating the
level of electronic excitation. For example, |α〉, |β〉, and |γ 〉
represent the ground electronic state. The single-primed and
double-primed subscripts correspond to the first electronically
excited triplet state and the double-excited electronic state (C
state), respectively. The singlet state is denoted as |s〉. The rate
equations for the population of these states areshown below
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explicitly,

d

dt

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

nα

nβ

nγ

n′
α

n′
β

n′
γ

ns

nα′′

nβ ′′

nγ ′′

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−k�α 0 0 kα′α kβ ′α kγ ′α ksα 0 0 0
0 −k�β 0 kα′β kβ ′β kγ ′β ksβ 0 0 0
0 0 −k�γ kα′γ kβ ′γ kγ ′γ ksγ 0 0 0
Iσαα′ Iσβα′ Iσγα′ −k�α′ 0 0 0 rα′′α′ rβ ′′α′ rγ ′′α′

Iσαβ ′ Iσββ ′ Iσγβ ′ 0 −k�β ′ 0 0 rα′′β ′ rβ ′′β ′ rγ ′′β ′

Iσαγ ′ Iσβγ ′ Iσγγ ′ 0 0 −k�γ ′ 0 rα′′γ ′ rβ ′′γ ′ rγ ′′γ ′

0 0 0 kα′s kβ ′s kγ ′s −k�s 0 0 0
0 0 0 σ ′I 0 0 0 −k�α′′ 0 0
0 0 0 0 σ ′I 0 0 0 −k�β ′′ 0
0 0 0 0 0 σ ′I 0 0 0 −k�γ ′′

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

nα

nβ

nγ

nα′

nβ ′

nγ ′

ns

nα′′

nβ ′′

nγ ′′

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

where nα , nβ , and nγ are the populations of the three spin-
related sublevels in the ground electronic state; n′

α , n′
β , and n′

γ

are the populations of the three spin-related sublevels in the
first excited electronic triplet state; and n′′

α , n′′
β , and n′′

γ are the
populations of the three spin-related sublevels in the C state.
We neglect the spin-lattice relaxation rates, which are on the
order of 1 kHz at room temperatures. Recombination rates
from the C state are rα′′α′ , rβ ′′β ′ and so on. These transitions
will reduce the spin polarizations unless they are all equal
to zero, with possible exceptions for rα′′α′ , rβ ′′β ′ , and rγ ′′γ ′ .
In our model, all these recombination rates are equal to
rand are independent of the external magnetic field. In the
absence of the external magnetic field, all the absorption cross
sections from the ground electronic state and the corresponding
radiative relaxation rates are zeros, with an exception for
σαα′ = σββ ′ = σγγ ′ = σ 
= 0 and kα′α = kβ ′β = kγ ′γ = k 
= 0.
This selection rule changes when the magnetic field is turned
on because of the different spin mixing in the ground and
excited triplet states. The absorption from the excited state σ ′
is the same for all spin-related sublevels of the excited triplet
state. The negative rates on the diagonal of the matrix balance
the sum of the other rates in the same column. For example,
k�α′ = kα′α + kα′β + kα′γ + kα′s + σ ′I .

The Hamiltonian describing the spin-related part of the state
wavefunction is Ĥ = Ĥ0 − γeB · Ŝ. The zero-field Hamilto-
nian reads Ĥ0 = EŜ2

z , where the value of E is 2.83 GHz in the
ground and 1.43 GHz in the excited states.49 The eigenstates
of Ĥ are a superposition of the basis states |l,m〉 where
m = −1,0,1 and l = 1. Therefore, eigenstates of the ground
triplet state read

|α〉 = |�T 1〉aα|1, − 1〉 + |�T 0〉bα|1,0〉 + |�T 1〉cα|1,1〉,
|β〉 = aβ |�T 1〉|1, − 1〉 + bβ |�T 0〉|1,0〉 + cβ |�T 1〉|1,1〉,

and

|γ 〉 = aγ |�T 1〉|1, − 1〉 + bγ |�T 0〉|1,0〉 + cγ |�T 1〉|1,1〉,
where |�T 〉 describes a part of the triplet state wave-
function depending on the space coordinates of elec-
trons and nuclei. Expressions for the electronically excited
state are similar (one needs to add primes to all Greek
symbols).

The electric-dipole operator r and spin-orbit interaction
ĤSO govern the transition rates (radiative and ISC, respec-

tively). The transition rates are modified in the presence of the
magnetic field as

σαβ ′ ∝ |〈α|r|β ′〉|2 = σ |a∗
αaβ ′ + b∗

αbβ ′ + c∗
αcβ ′ |2;

kβ ′α ∝ |〈α|r|β ′〉|2 = k|a∗
αaβ ′ + b∗

αbβ ′ + c∗
αcβ ′ |2;

kα′s ∝ |〈α′|Ĥ′
SO|s〉|2 = k1S(|aα′ |2 + |cα′ |2) and similar for the

other two rates kβ ′s and kγ ′s ; and
ksα ∝ |〈s|ĤSO|α〉|2 = kS1(|aα|2 + |cα|2) + kS0|bα|2 and simi-
lar for ksβ and ksγ .

The ISC to the singlet state can be calculated using
two-electron states and the spin-orbit Hamiltonian in the form
of Ĥ ′

SO = V̂′(r1) · Ŝ1 + V̂′(r2) · Ŝ2 (see, e.g., a recent review by
Marian46), where the orbital part of the Hamiltonian transforms
in the C3v symmetry group of the center like an angular
momentum operator. The orbital part of the wavefunction
in the excited triplet state is double degenerated in the C3v

symmetry. First, we calculate the matrix elements for the
x-type function,

〈�T 1(r1,r2)| 〈1, − 1| Ĥ ′
SO |0,0〉 |�S(r1,r2)〉

= 〈�T 1(r1,r2)| 〈↓↓| V̂′(r1) · Ŝ1

+ V̂′(r2) · Ŝ2 |↑↓ − ↓↑〉 |�S(r1,r2)〉
= 2(V ′

x,V
′
y,V

′
z ) · 〈↓↓| Ŝ1 |↑↓ − ↓↑〉

= h̄(V ′
x + iV ′

y)

and similarly for other spin states,

〈�T 1(r1,r2)| 〈1,1| Ĥ ′
SO |0,0〉 |�S(r1,r2)〉

= 2V′ · 〈↑↑| Ŝ1 |↑↓ − ↓↑〉 = h̄(−V ′
x + iV ′

y).

〈�T 0(r1,r2)|〈1,0|Ĥ ′
SO|0,0〉|�S(r1,r2)〉=2V′ · 〈↑↓ + ↓↑|Ŝ1|

↑↓ − ↓↑〉 = 2h̄V ′
z = 0, meaning that the ISC is negligible

from|1,0〉 to |0,0〉. If the magnetic field is not zero
and the spin states are mixed, then |〈α′|Ĥ ′

SO|s〉|2 =
h̄2(|V ′

x |2(aα′ − cα′ )2 + |V ′
y |2(aα′ + cα′ )2) because aα′ and cα′

can be made real by rotating the coordinate system so that
By = 0.

The ISC rate for the y-type orbital function can be obtained
by exchanging x and y in the above expression. And the rate
becomes proportional to h̄2(|V ′

x |2 + |V ′
y |2)(a2

α′ + c2
α′ ) when it

is averaged over the two electronically degenerated states.
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