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Large crystal local-field effects in second-harmonic generation of a Si/CaF2 interface:
An ab initio study
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In this work we present the ab initio study of crystal local-field effects in second-harmonic generation
spectroscopy for an interface material such as Si/CaF2. Starting from an independent particle picture, we
demonstrate the fundamental importance of the polarization effects at the interface discontinuity. The estimation
of the magnitude of crystal local-field effects for second-order nonlinear response in Si/CaF2 interface was done
by a comparative study with the absorption spectroscopy in the linear response. In both cases, we observe that the
microscopic fluctuations due to the inhomogeneities of the system cause a decrease of the intensities of the spectra.
However, for second-harmonic generation the decrease is selective and completely inhomogeneous while for ab-
sorption it is almost rigid. We also compare our theoretical study with experimental data showing unambiguously
that only when crystal local fields are included, it is possible to correctly interpret experimental results.
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I. INTRODUCTION

Second-harmonic generation (SHG) is a nonlinear op-
tical process which has been largely used for materials
characterization.1–6 It can give multiple information on the
structural7,8 and electronic properties of materials by detecting
the modifications induced by the presence of adsorbates,4

stress,2 or external perturbing electromagnetic fields9 and also
permitting an in situ monitoring of dynamical processes.4,5

Sensitivity of SHG to the symmetry of the system is at
the basis of all these different applications. Since SHG is
dipole forbidden in centro-symmetric materials, a distinctive
structural and electronic characterization of complex materials
such as interfaces, surfaces, and nanostructures can be obtained
from the signal originated by the symmetry-broken regions.3,10

In the last years different ab initio approaches that include
many-body effects have been proposed.11–17 However, their
applications have been reserved to small bulk systems due to
the huge computational effort required. Therefore, the theo-
retical investigations of nonlinear optical response of surfaces,
superlattices, or interfaces7,18,19 have usually been performed
at the level of the independent particle approximation (IPA)
considering a scissor operator (SO)2,20 or GW corrections.21

Instead, studies on these complex systems that include many-
body effects such as excitons and crystal local fields (LFs) are
usually restricted to phenomenological,22 semiempirical,23 or
classical models.24,25 However, these many-body effects are
expected to give important contributions to the SHG signal. In
fact, there are many experimental evidences about the strong
modifications on the second-order nonlinear optical response
due to the microscopic environment.5,26 Crystal local fields are
generated by the induced microscopic response of the system
by an external perturbation. As a consequence, their effects
will be particularly important close to discontinuity regions as
in interface materials.

In this work we present an ab initio study of crystal local-
field effects in SHG spectroscopy for the Si/CaF2 interface.1

Going beyond an independent particle picture, we explicitly
include in second-order response the contribution from the
induced local electric field at the discontinuity region between
Si (semiconductor) and CaF2 (insulator) slabs. In fact, as
these slabs are both centro-symmetric, the SHG signal is
only generated by breaking the symmetry at the insulator-
semiconductor interface. We also compare our theoretical
results with experiments.1 This also permits us to confirm the
experimental analysis concerning the nature of this interface
with respect to the growth conditions.27,28

In this contest, Si/CaF2 interface is a highly suited material
to study because of its optical and electronic properties. Indeed,
it is possible to nanostructure Si and CaF2 by superimposing
semiconducting and insulating slabs in a multiquantum well.
This consents to exploit the relation between optical properties
and quantum confinement effects of Si29–31 where CaF2 plays
the role of excellent insulator. In fact, CaF2 energy gap is
of 12 eV which makes this material transparent in a wide
frequency range. In particular, the optical properties in the
low-energy region have been observed to strongly depend on
the interface electronic states.31 Therefore, a great effort has
been done in order to understand the possible geometrical
configuration that determines these states32–34 and its depen-
dency on the growth conditions.27,28 Besides the linear optical
properties, the Si/CaF2 interface has also important nonlinear
optical properties which have been investigated experimentally
by Heinz et al.1 They used optical second harmonic to
probe the electronic transitions in order to understand the
distinctive nature of the interfacial region. We used this
experimental work for comparison with our calculated SHG
spectra.

035309-11098-0121/2012/86(3)/035309(4) ©2012 American Physical Society

http://dx.doi.org/10.1103/PhysRevB.86.035309


MATTEO BERTOCCHI et al. PHYSICAL REVIEW B 86, 035309 (2012)

II. FORMALISM

The quantity that is experimentally measured is the absolute
value of the macroscopic second-order susceptibility χ

(2)
M

which is defined as P(2)
M = χ

(2)
M ETOTETOT where P(2)

M is the
macroscopic second-order polarization and ETOT is the macro-
scopic component of the total electric field. The quantity ETOT

contains both the external perturbing field and the induced field
as generated by the perturbation. The latter comprehends the
microscopic fluctuations due to the nonhomogeneities of the
studied system. These give rise to an additional microscopic
field that affects the whole response of the system and which
is responsible for the crystal local-field effects.

We have studied SHG spectroscopy evaluating the effects
of the crystal local fields on the macroscopic second-order
response function by using the ab initio formalism recently
presented in Refs. 15 and 16 which is based on the time-
dependent density-functional theory (TDDFT). Within this
theoretical derivation it is possible to calculate the frequency-
dependent second-order susceptibility χ (2) explicitly including
crystal local-field and excitonic effects. In the presented
calculations only crystal local fields have been considered as
variations in the Hartree potential related to the local induced
fields. Excitonic effects demonstrated to be very small in the
investigated system and their contribution have been neglected.
This is not in contrast with the previous results of Refs. 15
and 16 but underlines how the different physical nature of
the systems determines the relative importance of these two
effects. In the present case the interface is responsible for the
SHG signal, making predominant the sharp variation of the
potential in the interface region (i.e., the local fields), with
respect to other many-body effects.

To compare with experiments we have calculated |χ (2)
zzz|

which corresponds to light polarized along the z direction
(i.e., perpendicular to the interface1). In our formalism15 it is
related to the second-order response functions χ (2)

ρρρ as follows:

χ (2)
zzz = −i

4
εM (z,2ω)εM (z,ω)εM (z,ω)χ (2)

ρρρ(2z,z,z,ω,ω), (1)

where εM is the macroscopic dielectric function. Its relation to
the microscopic dielectric function ε is35

εM (q̂,ω) = lim
q→0

1

ε−1
G=0,G′=0(q,ω)

, (2)

where q represents the light polarization vectors while G are
the reciprocal lattice vectors. The inverse dielectric tensor ε−1

G,G′

is directly related to the first-order response χ (1)
ρρ through the

Coulomb potential u as follows:

ε−1
G,G′(q,ω) = 1 + u(q + G)χ (1)

ρρG,G′ (q,ω). (3)

The response functions χ (1)
ρρ and χ (2)

ρρρ are obtained in TDDFT
through the Dyson-like equations:16

[
1 − χ

(1)
0 (ω)fu(ω)

]
χ (1)

ρρ (ω) = χ
(1)
0 (ω), (4)

[
1 − χ

(1)
0 (2ω)fu(2ω)

]
χ (2)

ρρρ(2ω,ω)

= χ
(2)
0 (2ω,ω)

[
1 + fu(ω)χ (1)

ρρ (ω)
][

1 + fu(ω)χ (1)
ρρ (ω)

]
, (5)

FIG. 1. (Color online) T4 interface structure. Ca atoms (red) are
on top of the second layer Si atoms (yellow) while F (green) atoms
do not bond to Si. The surfaces are passivated with H atoms (white).
Only the four outermost Si double layers are shown.

where χ
(1)
0 and χ

(2)
0 represent the first- and second-order

response functions in IPA while fu kernel is given by the
Hartree potential fu = δVH

δρ
= u and it is responsible for the

crystal local fields. We finally would like to note that we have
omitted the explicit dependence on the q and G vectors in
Eqs. (4) and (5) for a better comprehension of the formalism.

III. RESULTS

We computed SHG spectroscopy on the Si(111)/CaF2

interface in a T4 configuration with B-type orientation28,34

along the z direction as shown in Fig. 1. In this particular
configuration Ca atoms at the interface are in T4 high symmetry
sites while F atoms at the interface are in H3 sites. The
choice of this configuration comes from the match between
the sample synthesis conditions (700 ◦C) described by Heinz1

and the latest studies on the effects of growth parameters on
the structural interface features.27,28

We studied the T4 B-type configuration of Si/CaF2 in
density-functional theory (DFT) within local-density ap-
proximation (LDA) using the plane-wave pseudopotential
method16 and the supercell technique implemented in the
ABINIT package.36 We obtained for the relaxed cell parameters,
respectively, aCaF2 = 5.410 Å and aSi = 5.389 Å with a lattice
mismatch of 0.4%. These theoretical values calculated at 0 K
well reproduce the experimental values aCaF2 = 5.447 Å and
aSi = 5.430 Å at 6.4 K.37

To reproduce the bulk features in the near-interface regions
we used a thickness of 44.3 Å for Si slab and of 12.2 Å for CaF2

slab. We have also relaxed the in-plane lattice parameter of the
interface to diminish the stress caused by the lattice mismatch.
The large thickness of Si compared to CaF2 is due to the crucial
role that Si electronic states play at the band edges because of
the quite different energy gaps of these materials. Finally, in
order to create a single interface structure we included about
30 Å of vacuum into the simulation cell and passivated both
the external surfaces with hydrogen atoms.
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FIG. 2. (Color online) Absorption spectra [Im(εM,zz)] in the z
direction calculated in IPA (blue/dark-gray continuous line) and with
inclusion of LF effects (orange/light-gray continuous line). For a
clearer comparison the LF curve has been multiplied by a factor of
10 (orange/light-gray dashed line).

Starting from the optimized interface structure we com-
puted χ (2)

zzz as in Eq. (1) using the 2LIGHT code16 where our
nonlinear TDDFT formalism is implemented.38 We observe
that, in our approach, the effects of the crystal local fields
enter through εM of Eq. (2) and through χ (2)

ρρρ obtained from
the second-order Dyson equation [Eq. (5)]. So in order to
estimate the magnitude of these effects we have performed
a comparative study with the linear absorption spectroscopy
which is the imaginary part of εM [Eq. (2)].

To compare our theoretical SHG spectrum with the experi-
mental one1 we have applied a scissor operator (SO) correction
of 1.07 eV to the LDA energy gap in order to match the
measured value of 2.4 eV at �.

The linear optical-absorption spectra for light polarized
along the z direction are shown in Fig. 2. We observe that in
this energy region the presence of the LF strongly influences
the linear optical properties of the system, the whole intensity
is lowered by about 10 times with respect to the independent
particle response. However, the main features of the spectrum
like the position of the peaks, the shape, and the relative
intensities are only slightly modified. We have verified that
this drastic reduction is characteristic of the discontinuous
direction z and negligible for the other more homogeneous
components εM,xx and εM,yy . Similar decrease in the low-
energy region due to the strong polarization effects at the
interface has been observed also in other Si-based systems
like nanocrystals39 and surfaces.40 It is important to point out
that unlike in the nonlinear optics here both the interface and
the bulk contribute to the total signal.

In Fig. 3 we report the calculated SHG spectra together with
experimental data.1 The experimental spectrum [see Fig. 1(a)
of Ref. 1], originally in arbitrary units, has been reproduced
for an easy comparison with our theoretical results. In the IPA
response the energy position of the three main experimental
peaks (2.26, 2.33, and 2.42 eV) are recovered but their relative
intensities are wrong. In particular, the intensity of the second
peak is strongly overestimated. When LFs are included the
energy position of the peaks remains practically unchanged
while their height is in general diminished in this low-energy
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FIG. 3. (Color online) Second-harmonics generation spectra
(χ (2)

zzz) calculated in IPA (blue/dark-gray line) and including LFs
(orange/light-gray line). The experimental SHG spectrum from Ref. 1
is also reported (black line and circles) on the lower part of the
graphic.

region of the spectrum. The same trend has been observed
for SiC and GaAs bulk semiconductors.16 Nevertheless, with
respect to these homogeneous systems, for Si/CaF2 the SHG
reduction and hence its dependence on LF effects is more im-
portant because of the discontinuity region. This behavior (i.e.,
the significant influence of LFs on the spectrum) also occurs in
the linear optic outcomes but with some noticeable differences.
In fact, while IPA and LF absorption spectra almost coincide,
apart from a constant factor (Fig. 2), IPA and LF SHG spectra
present a different intensity modulation for each peak. This
is the consequence of the specific local environment that
surrounds the interface discontinuity where the SHG process
is generated. In particular, in IPA the SHG peak at 2.33 eV
seems to be the most important feature in the spectrum while
with the inclusion of the LF this peak is instead drastically
diminished with respect to the others. We also note that the
peaks at 2.26 and 2.42 eV substantially keep their relative
intensity with the inclusion of the LF which also contributes
to flatten out the peaked structure above 2.5 eV. Once we
compare with the experiment it is evident that only including
the LF effects one can obtain a good agreement in terms of both
energy positions and relative intensity of the peak structures.
According to Eq. (1) we can notice that while the dielectric
function is diminished by one order of magnitude (Fig. 2),
χ (2)

ρρρ should be considerably increased to compensate its
effects, recovering almost the same χ (2)

zzz intensity of the
IPA result (Fig. 3). Additionally, all the information about
the modifications of the SHG curve are mostly contained
in χ (2)

ρρρ , since the form of εM is almost unchanged and
variations are small and slow with respect to the SHG range.
This highlights how, for inhomogeneous systems where the
potential undergoes rapid variations, the second-order density
response functions χ (2)

ρρρ become the key quantity for the SHG
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process and LF effects become predominant on the studied
system. Moreover, such a significant agreement confirms the
experimental investigations27,28 that attribute a T4 B-type
nature to the Si/CaF2 interface grown at temperature above
700 ◦C.

IV. CONCLUSIONS

In conclusion, we have shown that an independent particle
picture can give a qualitative description of the SHG process
in the Si/CaF2 interface, recovering the main features (in terms
of energy peak position) originated from the anisotropies of
the system. However, to match the spectral line shape of
the experiment, LF effects become essential. In fact, LFs
strongly influence the second-order nonlinear response close
to the discontinuity region inducing a significant redistribution
of the intensity. We demonstrated that this redistribution is

largely more dramatic in nonlinear optical response than in
the linear response. For SHG the lowering of the intensities
is selective and not homogeneous while for absorption the
shape of the spectrum is almost unchanged. Our results
have far-reaching consequences beyond the specific interface
we have studied. The microscopic induced polarization can
have large and unpredictable effects on the SHG process
becoming essential for complex systems.
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