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Molecular analog of multiferroics: Electric and magnetic field effects in many-electron
mixed-valence dimers
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We show here that mixed-valence (MV) magnetic molecules with a significant electron delocalization are
extremely sensitive to an external electric field. In particular, we focus on the symmetric many-electron MV
binuclear complexes that are on the borderline between Robin and Day classes II and III. In these molecules,
the double-exchange, which has been shown to lead to the ferromagnetic ground spin state, competes with the
electric field, which tends to localize the spin, thus creating an electric dipole and stabilizing the spin states with
lower multiplicities. This provides an efficient and easy way to control the ground spin state of the molecule
through the double-exchange mechanism. Thus, we predict that the application of an external electric field will
lead to a strong stepwise decrease of the magnetic susceptibility and to a simultaneous increase of the electric
polarization. The reverse effect, consisting of a sharp decrease of the electric polarization under the action of an
external magnetic field, is also predicted. The results demonstrate that MV dimers of this class can be regarded
as single-molecule analogs of multiferroics with promising potential to create a functional magnetoelectric unit
in one molecule.
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I. INTRODUCTION

One current focus of interest in molecular spintronics is the
use of electric fields or currents, instead of magnetic fields,
to control the spin state of a molecule so as to achieve an
all-electrical control of the nanodevice.1 However, most of
this work remains theoretical, and it was only very recently
shown that a static electric field can induce spin-crossover in
nanodevices formed by a single nanoparticle of ∼10 nm, i.e.,
an order of magnitude larger than that of a single molecule.1

As theoretical proposals, we should mention the use of electric
fields to induce spin-crossover in single-ion molecules pre-
senting valence-tautomerism,2 or the application of coherent
Landau-Zener transitions triggered by an electric pulse in
mixed-valence (MV) systems polarized by a static electric
field.3 A third possibility is that of electrically manipulating the
spin of a magnetic molecule formed by two magnetic centers
by acting on the exchange interaction between them.4 In these
cases, the two centers can be used as spin qubits, providing thus
an opportunity to develop electrically controlled two-qubit
gates. A further development of this concept involves the use
of a molecular triangle formed by three antiferromagnetically
coupled spins (or, in general, a noncentrosymmetric molecule
formed by interacting spins).5 In this particular case, a
spin-electric coupling mechanism is predicted, which will
allow long-distance controllable coupling and scalable spin
qubits when these molecules are placed in a microwave
cavity.5

In this paper, an alternative possibility is investigated that
deals with the electric field control of the spin in magnetic MV
clusters. These molecular systems are of current interest in
areas as diverse as biochemistry and molecular magnetism (see
Ref. 6 and references therein) and molecular spintronics (see
Ref. 7 and references therein). They are composed of metal
ions of the same element in two different oxidation states,

in such a way that the extra electrons can be delocalized over
these metal sites through the double-exchange mechanism. De-
pending on the rate of this delocalization, the MV compound
can be classified according to the Robin and Day scheme.8

If the extra electron is strongly trapped, the MV compound
belongs to class I; when it is fully delocalized, the compound
is assigned to class III. Between these two extremes, we face
an intermediate case (class II) for which the system behaves
as localized at low temperatures and as delocalized at high
temperatures. The localization-delocalization phenomenon is
determined by the relative strength of the electronic intercenter
interaction (electron transfer), which promotes the electron
delocalization, and the vibronic coupling (closely connected
with the Markus reorganization energy), which tends to
localize the electron. This phenomenon manifests itself in the
features of the intervalence transfer absorption bands.6,9 As
distinguished from the papers so far mentioned (Refs. 1–5),
we consider a MV system for which the electric field is able
to create a large electronic dipole moment that is governed
by the strength of the double exchange and strongly affected
by the vibronic coupling. In this context, it is also to be
noted that the results discussed in this article are essentially
based on the solution of the dynamic vibronic models, which
differentiates this work from most of studies on this subject.
This type of approach provides high accuracy for the evaluation
of the observables and properly works when the adiabatic
approximation loses its accuracy.

In this paper, we focus exclusively on binuclear MV
clusters. When the extra electron in such systems is localized
on one of the two sites, a considerable electric dipole moment
appears. As a result, the MV dimers are expected to be
extremely sensitive to the action of an external electric
field, with this sensitivity being dependent on the degree
of the electron delocalization. In fact, the electric field can
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significantly change the intervalence band exhibited by a MV
compound. Such an effect is referred to as the intervalence
band Stark effect.10 This has been measured in a variety
of MV dimers, both symmetric and asymmetric, inorganic
and organic.10 It is reasonable to distinguish the one-electron
MV dimers, in which the extra electron is delocalized over
two spinless cores, from the magnetic (many-electron) MV
dimers, which are formed by two magnetic cores and an
itinerant spin (extra electron) delocalized over magnetic sites.
Relevant examples of magnetic MV dimers include iron-sulfur
clusters,11 a Ni(II)-Ni(III) binuclear complex,12 and a recently
discovered V(II)-V(III) binuclear complex.13 As distinguished
from the one-electron MV dimers, in magnetic MV species,
the effect of the electric field is expected to be essentially
spin-dependent due to the presence of the double-exchange
interactions.11 Moreover, in such systems, an electric field is
expected to affect not only the intervalence transfer bands,
but also the magnetic properties of MV dimers as a result
of the crossover of the low-lying spin levels. While there
are numerous studies of MV compounds based on the well-
elaborated Stark spectroscopy, consideration of the ability of
the electric field to produce the crossover of the spin levels in
magnetic MV dimers represents an unexplored area, in spite
of the fact that such effects seem to be quite interesting in
molecular spintronics. Earlier work14 was based on the static
model and therefore ignored the vibronic interaction, while the
framework of the semiclassical adiabatic vibronic approach
in general fails to correctly predict the ground state of the
borderline class II/III MV compounds (see later herein).15

Finally, another study16 focused on the transport through a
d1-d2 MV dimer rather than on the effect of the electric field
on the ground spin state.

In the present paper, we will discuss in detail the effects
of an external electric field on the low-lying spin multiplets
of symmetric magnetic MV dimers that are on the borderline
between Robin and Day classes II and III (see also earlier
communication17).

The reverse effect of the magnetic field on the electric
polarization of such systems will be considered as well. Based
on the analysis of these two effects, we argue that the magnetic
MV dimers with moderate electron delocalization provide a
unique possibility to control on a molecular level the spin
degrees of freedom by applying an electric field with the simul-
taneous magnetic field control of charge degrees of freedom.
Therefore, these systems can be regarded as single-molecule
analogs of multiferroics.18 Multiferroic structures are explored
for high-sensitivity alternating current (ac) magnetic field
sensors and electrically tunable microwave devices such as
filters, oscillators, and phase shifters in which the ferri-, ferro-,
or antiferromagnetic resonance is tuned electrically instead
of magnetically. A possibility to create a single-molecule
multiferroic is in line with the present-day trend of nanoscience
and nanotechnology to create a functional magnetoelectric unit
in one molecule.

Throughout the paper, we discuss the effects of the
electric and magnetic fields using the d3-d2 dimer composed
of high-spin metal ions as a model system in which the
double exchange is operative. This choice is dictated by
the fact that this cluster represents the simplest magnetic
MV dimer in which, along with the ferromagnetic (maximal
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FIG. 1. (Color online) Schematic structure of a d3-d2 MV dimer
based on dinuclear vanadium complex and orbital scheme of the
spin-dependent electron transfer (double exchange).

spin S = 5/2) and the antiferromagnetic (minimal spin
S = 1/2) ground states, an intermediate spin value
S = 3/2 can be stabilized under some special conditions.
Additionally, a possible candidate for this experiment
could be the recently reported13 MV dinuclear vanadium
complex {[2,6-bis(1,1-bis(2-pyridyl)ethyl)pyridine]2V2(μ-
5,6-dimethylbenzimidazolate)}(PF6)4, which can be regarded
as a d3-d2 MV dimer exhibiting double exchange (see
Fig. 1 and Ref. 13). In this complex, the ferromagnetic
ground state with S = 5/2 was proved to be the result
of the combined action of double exchange and vibronic
coupling and was estimated to lie around 100 cm−1 below
the S = 3/2 excited state.13 While this example serves as
inspiration, the applicability of this work covers a wide variety
of many-electron MV dimers. Besides the main electronic
condition of borderline between Robin and Day classes II and
III, one must take into account the structural condition that
the bridging ligand is rigid. Larger distances between the two
atoms hosting the “extra” electrons would of course mean a
larger electric dipole and thus a higher sensitivity, but they
would not actually be required because, as we will see, the
electric field generated by current lasers applied on rather
small molecules is more than enough to produce the effects
we are studying.
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II. THE MODEL

One can define the total Hamiltonian Htot of the MV dimer
in an external electric field as the dimer Hamiltonian in a zero
electric field plus a dimer-field interaction term

Htot = Hdim + Hdim-field. (1)

The dimer term consists of an electronic part, a nuclear part,
and an electronic-nuclear interaction term, as

Hdim = He + Hn + He−n. (2)

The electronic term He includes the electron transfer (dou-
ble exchange) and the Heisenberg-Dirac-Van-Vleck (HDVV)
exchange contributions. The nuclear part Hn represents the
free harmonic oscillator Hamiltonian. Finally, the term He−n

describes the vibronic coupling between the extra electron and
the nuclear vibrations.

In a basis of two localized electronic states,
ψA(S,MS),ψB(S,MS), the He-matrix is diagonal with respect
to the quantum numbers S and MS (total spin and its
projection). In absence of the external magnetic field, the
matrix elements are independent of MS , and the matrix proves
to have a block-diagonal structure for which each 2 × 2 block
corresponds to a definite value of the total spin S. The 2 × 2
block He(S) has the following form:

He(S) = −JS(S + 1) + tSσX, (3)

where J is the HDVV exchange parameter, tS is the transfer
parameter, and σX is the Pauli matrix. In majority of cases, the
HDVV exchange is antiferromagnetic, so J < 0.

When the extra electron is transferred over the spin cores
formed by the localized electrons, the electron transfer is spin-
dependent due to the double-exchange mechanism,19 with the
effective (many-electron) spin-dependent transfer parameter
being given by:

tS = t(S + 1/2)/(2s0 + 1), (4)

where t is the one-electron transfer integral, and s0 is the spin of
the core. The eigenvalues and the corresponding eigenvectors
of the Hamiltonian, Eq. (3), are given by:

E±(S) = −JS(S + 1) ± tS,
(5)

ψ±(S,MS) = (1/
√

2)[ψA(S,MS) ± ψB(S,MS)].

The energy pattern of the MV dimer is independent of the
sign of the transfer integral, and therefore for the sake of def-
initeness, we assume that t is positive. The ground eigenstate
of the electronic Hamiltonian He results from the interplay
of the two competing interactions: double exchange, which
produces ferromagnetic effect, and antiferromagnetic HDVV
exchange, which tends to stabilize the antiferromagnetic
state.

In the systems that are on the borderline between Robin
and Day classes II and III, the vibronic coupling is of crucial
importance as it induces a trapping effect, which can lead to
the localization of the extra electron at low temperatures and
considerable reduction of the ferromagnetic double-exchange
interaction. As a result, the spin in the ground state of the
system is often smaller than that obtained with the electronic
Hamiltonian He, so the effect of the vibronic interaction on the

spin states proves to be antiferromagnetic. The background
for the consideration of vibronic effects in MV systems
is represented by the vibronic model suggested by Piepho,
Krausz, and Schatz (PKS model),20 and it is widely used for
the description of magnetic, spectroscopic, and conducting
properties of many-electron MV dimers21 (see review article22

for more detailed bibliography). Being very efficient and,
at the same time, relatively simple, the PKS model takes
into account the most important features of the phenomenon.
Within this model, the extra electron is assumed to interact
only with the full-symmetric displacements QA and QB of
the ligand surroundings of A and B ions (breathing modes).
One can build the totally symmetric (in-phase) cluster mode
Q+ and antisymmetric (out-of-phase) mode Q− cluster as
follows:

Q+ = (1/
√

2)(QA + QB), Q− = (1/
√

2) (QA − QB).

(6)

The out-of-phase mode Q− is coupled to the electron
motion, while the symmetric mode Q+ can be excluded
from the consideration. Therefore, we arrive at the one-mode
vibronic problem. The important peculiarity of the PKS model
is that only the ligands are involved in the active out-of-phase
vibration, while the metals are assumed to be fixed, and
thus the intermetallic distance RAB ≡ R remains constant in
the course of nuclear motion. The vibronic interaction with
the out-of-phase mode mixes the electronic states ψ+(S,MS)
and ψ−(S,MS) separated by the gap 2tS , giving rise to the
pseudo-Jahn–Teller effect.

The matrix of the total Hamiltonian Htot in the basis of the
electronic states ψA(S,MS), ψB(S,MS) has a block-diagonal
form, with each block of this matrix being related to a definite
value of the total spin S:

H (S) = h̄ω

2

(
q2 − ∂2

∂q2

)
− JS(S + 1) + (υq − d0EZ)σZ + tSσX. (7)

The first term in Eq. (7) represents the free harmonic
oscillator Hamiltonian with the vibrational frequency ω for
the out-of-phase mode, q = √

Mω/h̄Q− is the corresponding
dimensionless normal coordinate (M is the effective mass
associated with the PKS vibration). The third term (containing
Pauli matrix σZ) includes the linear vibronic interaction with
the out-of-phase mode and the interaction of the electric dipole
moment with the external electric field. In this term υ is the
vibronic coupling parameter, d0σZ is the matrix of the electric
dipole moment operator dZ , d0 = eR/2 (e is the electron
charge, and R is the distance between the metal sites A and
B, which is typically 2–5 Å for metal clusters), and EZ is
the Z-component of the external electric field. Finally, the
second and the last terms in Eq. (7) form the He(S)-block
of the electronic Hamiltonian, Eq. (3), and describe the
antiferromagnetic HDVV exchange and the double exchange,
respectively.

The two approaches are conventionally used for the
vibronic interaction in MV systems, namely, the semiclassic
adiabatic vibronic approximation,6,15,22 and a more exact
quantum-mechanical approach based on the numerical solu-
tion of the dynamic vibronic problem.20,21 The two approaches
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present a drastic discrepancy in prediction of the ground
states in the special region in which υ2

h̄ω
is close to t and

the minima of the adiabatic potentials with different S values
are close in energy. In this case, the semiclassical adiabatic
approximation loses its validity for the correct prediction of
the ground state spin (see Appendix and Ref. 15). At the
same time, this situation appears to be of special relevance
for the present study, as in this case, an external electric
field will be able to change the spin of the ground state.
For this reason, we focus exclusively on the quantum-
mechanical dynamic vibronic approach to study the effects
of an electric field on the spin properties of these MV
systems.

III. CONTROL OF THE
LOCALIZATION-DELOCALIZATION AND THE SPIN
STATE OF MV DIMERS BY APPLYING AN ELECTRIC

FIELD: QUALITATIVE CONSIDERATIONS

The simplest MV cluster is represented by a symmetric
one-electron MV dimer in which the unpaired electron is
delocalized over two equivalent diamagnetic ions with spinless
cores. The rate of the electron delocalization in such a system
is governed exclusively by the interplay between the resonance
interaction (one-electron transfer term of the Hamiltonian) and
the vibronic interaction that couples the electronic motion with
nuclear vibrations.20 As it has been already mentioned in most
cases the vibronic coupling tends to localize the extra electron
(vibronic trapping effect), and so the electron transfer and the
vibronic interaction prove to be in competition. As a result, in
symmetric MV dimers, the rate of electron delocalization is
determined by the relationship between the vibronic coupling
parameter and the transfer parameter.20 An important feature
of a MV dimer is that it possesses a significant electric dipole
moment, provided that the extra electron remains localized on
one or another site. These electric dipole moments have equal
absolute values (for symmetric MV dimers) and opposite
directions. At the same time, such “localized” states cannot
be regarded as the stationary states due to the existence of the
transfer matrix element connecting two possible localizations
of the extra electron. It follows from the equivalence of
two possible orientations of the electric dipole moment that
the expectation value of the electric dipole moment in any
stationary state is vanishing; that is, a symmetric MV dimer
cannot exhibit spontaneous electric polarization. However,
this conclusion is valid only in the case of well-isolated
MV dimers, when the electric dipole-dipole interaction
between the neighboring dimers is not operative. On the
contrary, in molecular crystals composed of symmetric MV
dimers exhibiting strong cooperativity, the spontaneous
electric polarization was proved to exist in the charge-ordered
low-temperature phase, disappearing only at some critical
temperature at which the structural phase transition occurs.23

Here, we will not consider such a cooperative phenomenon and
focus exclusively on the well-isolated MV dimers. In these,
the nonzero electric dipole moment can appear only in the
presence of an external electric field having a nonzero compo-
nent along the axis connecting the two metal sites. Such ability
of the electric field to polarize the system is due to the fact that
the electric field leads to a “broken symmetry” for which two

possible orientations of the electric dipole moment become
energetically nonequivalent. The induced electric polarization
is crucially dependent on the degree of delocalization. Thus,
when the extra electron is strongly delocalized (class III
system), an electric field of reasonable magnitude is unable
to produce any noticeable polarizing effect on the system.
On the contrary, less delocalized systems (class II systems)
are expected to be more sensitive to the applied electric
field.

In contrast to the case of one-electron MV dimers, the
extra electron in magnetic (many-electron) MV dimers is
delocalized over the two spin cores (paramagnetic ions).24

This leads to the emergence of new features, which sig-
nificantly distinguish these systems from the one-electron
ones. As was mentioned already, the most important feature
of the magnetic MV dimers is that the localized spins in
these systems are coupled through double exchange.19 This
electronic interaction tends to stabilize the ferromagnetic state
of the cluster and competes with the antiferromagnetic HDVV
superexchange6,12,24 when the vibronic interaction is strong
enough (compared to the transfer parameter). On the contrary,
double exchange acts as a leading term when the degree
of electron delocalization is large enough (i.e., in the weak
vibronic coupling limit). In the intermediate case of moderate
vibronic coupling (borderline class II/III), one can face the
situation when the ground state is still ferromagnetic, but the
gap between this state and the first excited state with smaller
spin is relatively small, and an electric field can reverse the
order of these spin states. As the high-spin state has more
delocalized character, the low-spin state is more susceptible
to undergo a charge separation and subsequent stabilization
in the presence of an electric field. Therefore, an electric
field will always have an antiferromagnetic effect favoring
the stabilization of the lower spin states.

IV. CONTROL OF THE SPIN STATE OF A MAGNETIC MV
DIMER BY APPLYING AN ELECTRIC FIELD:

QUANTITATIVE CONSIDERATIONS

Figure 2 shows the low-lying vibronic spin levels calculated
at h̄ω = 200 cm−1, t = 2000 cm−1, and J = − 100 cm−1 as
functions of the vibronic coupling parameter. The procedure
of calculating of these levels is described in the Appendix.
If the vibronic coupling is weak, the ground state possesses
the maximal spin S = 5/2, while the first and second excited
states have the spins 3/2 and 1/2, respectively. The increase
of the vibronic coupling tends to trap the extra electron and
thus to reduce the double exchange and, as a consequence,
the spin of ground state. The change of the ground state spin
from S = 5/2 to S = 1/2 occurs at the crossover value of
the vibronic coupling constant υc ≈ 700 cm−1. Note that the
intermediate spin state (S = 3/2) always remains an excited
one for this set of the parameters.

Figure 3 demonstrates the effect of the electric field on
the low-lying vibronic spin levels of the d3-d2 MV dimer
calculated at the same values of h̄ω, t , and J as in Fig. 2
and for four different values of υ satisfying the condition
υ < υc. Under this condition, the ground state at zero electric
field possesses the spin S = 5/2. This state remains the
ground one under a weak electric field [left parts of the
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FIG. 2. Low-lying vibronic levels of the d3-d2 cluster calculated
at h̄ω = 200 cm−1, t = 2000 cm−1, and J = −100 cm−1 as func-
tions of the vibronic coupling parameter.

diagrams in Figs. 3(a), 3(b), 3(c), and 3(d)], but further
increase of the electric field tends to stabilize the states

with smaller spin values. In fact, at some critical value of
d0EZ , a crossover of the low-lying vibronic spin levels is
observed, which is accompanied by a decrease in the ground
spin state. This antiferromagnetic effect of the electric field
follows from the fact that this field tends to localize the extra
electron, thus suppressing the ferromagnetic effect caused by
the double exchange. The increase of the vibronic coupling
parameter reduces the gap (at zero electric field) between the
ferromagnetic ground state and the excited ones due to the
vibronic suppression of the ferromagnetic double-exchange
splitting. So, the stronger the vibronic coupling, the smaller is
the critical value of d0EZ at which the crossover of the vibronic
spin levels occurs. At weak vibronic coupling, the increase of
the electric field gives rise to the two spin-crossover points
[Figs. 3(a), 3(b), and 3(c)]: First, at moderate fields, the ground
state changes from S = 5/2 to S = 3/2; then, at strong fields, it
changes from S = 3/2 to S = 1/2. Note that the region of d0EZ

for which the ground state corresponds to S = 3/2 is narrower
for larger υ values [compare Figs. 3(a), 3(b), and 3(b)]; and
finally, it fully disappears for strong enough vibronic coupling
(when υ is close to υc) [Fig. 3(d)]. In this last case, we are
dealing with a single crossover of the ground spin state from
S = 5/2 to S = 1/2, without passing through an intermediate
state with spin S = 3/2.

FIG. 3. Low-lying vibronic levels of the d3-d2 cluster as functions of the electric field calculated with h̄ω = 200 cm−1, t = 2000 cm−1,

and J = −100 cm−1, and (a) υ = 500 cm−1, (b) υ = 600 cm−1, (c) υ = 660 cm−1, and (d) υ = 680 cm−1.
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FIG. 4. Effect of the electric field on the temperature dependence
of the magnetic susceptibility for the d3-d2 MV dimer: h̄ω =
200 cm−1, t = 2000 cm−1, J = − 100 cm−1, and υ = 660 cm−1.

By using the Van Vleck equation, we have calculated the
temperature dependence of the magnetic susceptibility (in the
form χT vs T ) under the application of an electric field
for the same set of the parameters [Fig. 4]. Under a weak
electric field (curve with d0EZ = 100 cm−1 in Fig. 4), the
ground state is ferromagnetic, and so we obtain χTT →0 ≈
4.375 emu K/mol.

In the case of a moderate electric field, the intermediate
spin state with S = 3/2 is stabilized (curves with d0EZ = 120
cm−1 and 130 cm−1), which corresponds to χTT →0 ≈ 1.875
emu K/mol. Finally, in the case of strong electric field (curve
with d0EZ = 140 cm−1), the ground state proves to be
antiferromagnetic, and hence χTT →0 takes the value of about
0.375 emu K/mol.

V. EFFECT OF THE ELECTRIC FIELD ON THE DIPOLE
MOMENT OF A MAGNETIC MV DIMER

To evaluate the macroscopic dipole moment (electric
polarization) induced by the applied electric field, one has
to calculate first the extra electron densities ρν

A and ρν
B on the

sites A and B in the vth vibronic state with the total spin S (see
Appendix). One finds

ρν
A(S) =

∑
n,n′

cA
n,ν(S)cA

n′,ν(S)
∫


n(q)
n′(q) dq

=
∑

n

[
cA
n,ν(S)

]2
,

ρν
B(S) =

∑
n

[
cB
n,ν(S)

]2
. (8)

With the aid of these expressions and the matrix represen-
tation dZ = d0σZ of the electric dipole moment operator,
one obtains the following expression for the expectation
value of the electric dipole moment in the vibronic state

FIG. 5. Electric polarizations of the d3-d2 cluster calculated as
functions of the applied electric field with h̄ω = 200 cm−1, t =
2000 cm−1, J = −100 cm−1, and υ = 660 cm−1 at temperatures 0 K
and 1 K.

�ν(S,MS):

d̄ν
Z(S) = 〈�ν(S,MS)|d̂Z|�ν(S,MS)〉 = d0

[
ρν

A(S) − ρν
B(S)

]
= d0

∑
n

{[
cA
n,ν(S)

] − [
cB
n,ν(S)

]2
}

. (9)

Finally, the macroscopic electric polarization is obtained as
a statistical average over all vibronic states

d̄Z (T ) = d0

∑
ν,S exp

[−Eν (S)
kBT

]∑
n

[(
cA
n,ν

)2 − (
cB
n,ν

)2]
∑

ν,S exp
[−Eν (S)

kBT

] .

(10)

Figure 5 shows the dependencies of the electric polarization
on the applied electric field calculated at zero temperature and
at T = 1 K with the same set of h̄ω, t,J , and υ values as
that used in the calculation of the dependence of the vibronic
energy levels on d0EZ presented in Fig. 3(c). Since the MV
dimer is symmetric, no electric polarization can appear at zero
electric field.

The electric field induces electric polarization, which in-
creases with the increase of the field. The important peculiarity
of the d̄Z/d0 vs d0EZcurve is its stair-step character, which
appears due to the fact that the effect of the electric field
strongly depends on the spin of the ground state. Note that the
steps in the d̄Z/d0 vs d0EZcurve are steep at low temperatures,
while the steps are smoothed with increasing temperature
(compare the curves with T = 0 and 1 K in Fig. 5). At
the crossover of the lowest spin levels with S = 5/2 and
S = 3/2, the delocalization diminishes, leading to a more
sensitive outcome from the action of the electric field, as
expected. As a result, the d̄Z value rapidly increases near
this point, giving rise to a first step in the d̄Z/d0 vs d0EZ

curve. The second step corresponds to a crossover of the spin
levels with S = 3/2 and S = 1/2. In general, every such spin
level crossover will produce a step in both the electric dipole
moment and the magnetization.
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FIG. 6. Temperature dependencies of the electric polarization
of the d3-d2 cluster calculated at h̄ω = 200 cm−1, t = 2000 cm−1,
J = −100 cm−1, and υ = 660 cm−1 and with different values of the
applied electric field.

Figure 6 shows the temperature dependencies of the electric
polarization calculated at different values of the electric
field, using the same set of parameters as in Figs. 3(c)
and 5. At d0EZ = 80 cm−1, when the ground state is
ferromagnetic [Fig. 3(c)] and thus strongly delocalized, the
electric polarization at low temperatures proves to be relatively
small (around 0.33d0) [Fig. 6]. The first and second excited
states possessing spins S = 3/2 and 1/2 are less delocalized
than the ground ferromagnetic state, and hence the temperature
population of the excited levels results in the slow increase of
d̄Z when the temperature is increased up to around 70 K.
Providing d0EZ = 116 cm−1 and 124 cm−1, the ground state
has an intermediate spin value S = 3/2 [Fig. 3(c)], and the
d̄Z value is considerably higher as compared with that found
at d0EZ = 80 cm−1, when the ground state has S = 5/2. The
different temperature behavior of d̄Z in the low-temperature
region found for d0EZ = 116 and 124 cm−1 is obviously due
to the fact that the order of the excited vibronic levels in these
two cases is opposite [Fig. 3(c)]. Finally, at d0EZ = 160 cm−1,
the ground vibronic level possesses S = 1/2, and hence the
electric field is able to induce the high d̄Z value, while the
population of the excited vibronic levels with larger spin gives
rise to the decrease of d̄Z when the temperature is decreased
[Fig. 6].

In general, the influence of the magnetic field on the
electric polarization and the influence of the electric field
on the magnetic moment can be expressed in terms of the
magnetoelectric coupling coefficients, like ( ∂M

∂E
)cr, which can

be considered as useful quantities characterizing the system
in the vicinity of the crossing of the vibronic levels where the
magnetoelectric coupling is significant. As one can see, the
effect is temperature dependent and maximal at T = 0, while
an increase of the temperature leads to an effective decrease
of the magnetoelectric coupling [Fig. 5]. It should also be
noted that at very low temperature, the anisotropic exchange
interactions become important as they result in the anticrossing
of the vibronic levels belonging to different spin states, thus
decreasing the magnetoelectric coupling. A more complete
consideration of this issue will be given elsewhere.

FIG. 7. Electric polarizations of the d3-d2 cluster calculated as
functions of the applied magnetic field with h̄ω = 200 cm−1, t =
2000 cm−1, J = −100 cm−1, υ = 660 cm−1, and d0EZ = 160 cm−1

at temperatures 0 K and 1 K.

VI. CONTROL OF THE ELECTRIC POLARIZATION OF A
MAGNETIC MV DIMER BY APPLYING

A MAGNETIC FIELD

In order to reveal the possibility to control the electric
polarization by applying an external magnetic field, we will
analyze the system corresponding to the upper curve in Fig. 6.
At zero magnetic field, the ground state is antiferromagnetic
(S = 1/2), the first excited level that is close in energy to the
ground one possesses S = 3/2, and the second excited level has
S = 5/2. In an applied magnetic field, these levels are split into
Zeeman MS sublevels, and at some critical value (Hc ≈ 4.15 T)
of the magnetic field, the Zeeman sublevel with MS = − 3/2,
arising from the first excited vibronic level with S = 3/2,
becomes the ground one. Further increase of the magnetic
field should lead to the second crossover, resulting in the
stabilization of the ground Zeeman sublevel with MS = − 5/2,
arising from S = 5/2. This, however, occurs (for the chosen set
of parameters) at very strong magnetic fields. The electronic
densities do not depend on MS , and hence the expectation value
of the electric dipole moment in the vibronic Zeeman state �v

(MS) with given MS should be exactly the same as that in the
vibronic state �v (SMS) in a zero magnetic field. This leads to
a stepwise decrease in polarization with increasing magnetic
field as shown in Fig. 7. This decrease of d̄Z is evidently due to
the fact that the state with MS = − 3/2, arising from S = 3/2,
is more delocalized (and thus less sensitive to the action of the
electric field) than the state with MS = − 1/2, arising from
S = 1/2. Figure 8 displays the temperature dependencies of
d̄Z/d0 obtained at different values of the magnetic field. This
figure allows us to understand better the role of the excited
vibronic levels. Thus, at H = 5 T, the first excited level
with MS = − 3/2 arising from the level having S = 3/2
in zero magnetic field is close to the ground state, and hence
even slight heating leads to the population of the first excited
level. As a result, d̄Z(H = 5 T) rapidly increases with the
increase of temperature in the low-temperature region, reaches
a maximum, and then goes down due to the population of the
second excited level with MS = − 1/2, arising from the level
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FIG. 8. Effect of the applied magnetic field on the temperature de-
pendence of electric polarization calculated for the d3-d2 cluster with:
h̄ω = 200 cm−1, t = 2000 cm−1, J = −100 cm−1, υ = 660 cm−1,
and d0EZ = 160 cm−1.

having S = 3/2. At H = 8 T, the low-temperature maximum is
less pronounced, since, in this case, the gap between the ground
and first excited Zeeman sublevels is larger as compared with
the case of H = 5 T.

It should be mentioned that by its physical nature, this effect
of the magnetic field is similar to that predicted for charge-
ordered MV crystals.23 It should be noted that in Ref. 23,
the cooperative effect is considered for the charge-ordered
MV crystals, while the effect we discuss here is essentially
molecular (zero-dimensional) in its nature.

In general, the MV systems for which the magnetoelectric
coupling is expected to be strong should have closely spaced
levels with different spin multiplicities. In this view, one
should mention the study of the electronic structure of the MV
[Re2OCl10]3−anion in Ref. 25. It was shown that the non-Hund
states (producing an antiferromagnetic contribution to the
double exchange) are rather close to the ground manifold. For
this reason, the double exchange and the HDVV term become
comparable to that shown25 for the intermediate ground spin
state. Under this condition, the systems with low energy of the
non-Hund states (that is probably peculiar to the complexes of
the heavy metal ions) can be sensitive to the external electric
field. Of course, the last is also strongly influenced by the
vibronic interaction, which should be additionally studied.
It is worth mentioning that the degree of delocalization can
be efficiently controlled by the length and conformation of
the bridging ligands, as was discussed for the compounds
with the spinless cores (see Ref. 3 and references therein). In
particular, the longer bridge can significantly reduce the double
exchange.

VII. CONCLUSIONS

In this paper, we show that delocalized MV magnetic
clusters can provide ideal examples for an easy electric
control of the spin state in a molecular system. Thus, we have
theoretically investigated the effects of a static electric field on
the magnetic behavior and electric polarization of symmetric
many-electron MV binuclear complexes that are in the

borderline between class II and class III. Providing a moderate
vibronic coupling and a dominant double exchange, as
compared to the antiferromagnetic HDVV superexchange, the
electric field has been shown to reduce the spin of the ground
state. This leads to a sharp stepwise decrease in the magnetic
susceptibility and a simultaneous increase in the electric
polarization. We have also demonstrated that the electric
polarization induced by the electric field can be considerably
reduced by applying a magnetic field. The combination
of these two reverse effects is somewhat similar to the
magnetoelectric effect known for multiferroics26 in which
a magnetization (electric polarization) can be induced by
applying an external electric (magnetic) field. In this context,
the magnetic (many-electron) MV dimers belonging to the
borderline class II-III can be regarded as single-molecule
analogs of a multiferroic material with promising possibility to
create a single-molecule functional magnetoelectric unit in one
molecule.

In fact, in both classes of systems, the spin degree of
freedom can be influenced by an electric field, while the
charge degree of freedom proves to be sensitive to the
action of a magnetic field. Obviously, the direct measure-
ment of these effects constitutes a formidable challenge
in molecular electronics that involves the study of single-
molecule devices (i.e., on MV molecules connected to two
or three electrodes), for which the electric transport through
the molecule is expected to be dependent on its ground
spin state. Still, in the short term, magnetic (electric) mea-
surements in the presence of an electric (magnetic) field
should be performed on molecular compounds formed by
these magnetic MV dimers (preferably on single crystals
with all dimers oriented along the same direction). These
solid-state measurements should also include electron para-
magnetic resonance measurements in presence of an electric
field.
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APPENDIX: COMPARISON OF VARIOUS
VIBRONIC APPROACHES

In this Appendix, we focus on the case of zero electric
field and compare the semiclassical adiabatic approach and
the quantum-mechanical approach based on the numerical
solution of the dynamic vibronic problem. In the adiabatic
approximation, the nuclear kinetic energy is neglected, and
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the full energy of the MV can be fully associated with the
adiabatic potential. The two branches of the adiabatic potential
corresponding to the total spin S are given by:

US
±(q) = −JS(S + 1) + (h̄ω/2) q2 ±

√
t2
S + υ2q2. (A1)

For υ2

h̄ω
> |tS | (strong pseudo-Jahn–Teller effect), the lower

sheet US
−(q) of the adiabatic potential possesses two minima

at the points

q±
min(S) = ±

√( υ

h̄ω

)2
−

(
tS

υ

)2

. (A2)

The system in the left (right) minimum is mainly localized
on the site A (B), and the system belongs to the class II
(moderate localization), in accordance with the Robin and Day
classification scheme. On the contrary, for υ2

h̄ω
� |tS | (weak

pseudo-Jahn–Teller effect), the lower sheet possesses only one
minimum at qmin = 0 in which the system is fully delocalized
(class III MV compound). Note that tS increases with the
increase of S, and hence one can face the situation when the
condition for the existence of the localized minima is fulfilled
for smaller S values, while for larger S values, the delocalized
minima at qmin = 0 do exist. The energy of the minima of the
lower sheet of the adiabatic potential with the spin S is given
by the following expression:

US
−[q = q±

min(S)] = −JS (S + 1) − υ2

2h̄ω
− h̄ω

2

(
tS

υ

)2

,

for
υ2

h̄ω
> |tS | ,

US
− (qmin = 0) = −JS (S + 1) − |tS | ,

for
υ2

h̄ω
� |tS |. (A3)

Figure 9 shows the energies of the minima of the lower
sheets of the adiabatic potentials with different spin values cal-

FIG. 9. Energies of the minima of the lower sheets of the
adiabatic potential plotted for the d3-d2 MV dimer at h̄ω =
200 cm−1, t = 2000 cm−1, and J = − 100 cm−1 as a function
of the vibronic coupling parameter.

FIG. 10. Static correlation diagram for the d3-d2 cluster calcu-
lated with the aid of Eqs. (4) and (5).

culated for the d3-d2 cluster as functions of the dimensionless
vibronic coupling parameter, providing strong (as compared
with the HDVV exchange) double exchange. If the vibronic
coupling is weak, the ground state possesses the maximal spin
S = 5/2, while the first and second excited states have the
spins 3/2 and 1/2, respectively.

The increase of the vibronic coupling tends to trap the extra
electron and to reduce the double exchange, thus giving rise
to a decrease of the gaps between the levels with S = 5/2,
3/2, and 1/2. One should expect that the increase of the
vibronic coupling should produce the same effect on the
ground state spin as the decrease of the double exchange
in the static case, and hence the increase of υ should result
in the change of the ground state spin from S = 5/2 to
S = 3/2 and then to S = 1/2, as occurs in the static
correlation diagram [Fig. 10] upon decreasing the ratio t/|J |.
Contrary to this intuitive concept, Fig. 9 shows that in the
framework of the semiclassical adiabatic approach, the ground
state can possess either S = 5/2 or S = 1/2 but not the state
with intermediate spin S = 3/2. The crossover of the spin
levels occurs at the following value of the vibronic coupling
parameter:

υc = t

3

√
h̄ω

2 |J | . (A4)

At this point, the ground state proves to be degenerate with
respect to the total spin value and comprises all S values. When
υ > υc, the ground, first excited, and second excited levels
possess the spin values S = 1/2, 3/2, and 5/2, respectively,
in such a way that the order of the levels with S = 1/2 and
5/2 is reversed as compared with that found for υ < υc. Note
that the adiabatic semiclassical approach always leads to the
conclusion about the inexistence of the ground state with an
intermediate spin value.

Now let us proceed to a more comprehensive quantum-
mechanical analysis of the vibronic effects based on
the numerical solution of the dynamic vibronic problem.
As distinguished from the adiabatic approximation, the
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quantum-mechanical vibronic approach takes into account
the kinetic energy of nuclear motion [term − h̄ω

2
∂2

∂q2 in the
Hamiltonian, Eq. (7)]. As a vibronic basis, we will use
the products χA

n (S,MS) ≡ ψA(S,MS)
n(q) and χB
n (S,MS) ≡

ψB(S,MS)
n(q), where 
n(q) are the free harmonic oscillator
wave functions (n = 0, 1, 2. . .). This is the so-called weak
coupling basis, when the harmonic oscillator’s equilibrium
position is at q = 0. The nonzero matrix elements of the total
Hamiltonian in the vibronic basis χA

n (S,MS), χB
n (S,MS) are

the following〈
χA

n (S,MS)
∣∣Htot

∣∣χA
n (S,MS)

〉
≡ −JS(S + 1) − d0EZ + h̄ω

(
n + 1

2

)
,〈

χB
n (S,MS)

∣∣Htot

∣∣χB
n (S,MS)

〉
≡ −JS(S + 1) + d0EZ + h̄ω

(
n + 1

2

)
,〈

χA
n (S,MS)

∣∣Htot

∣∣χB
n (S,MS)

〉 = tS, (A5)〈
χA

n (S,MS)
∣∣Htot

∣∣χA
n+1(S,MS)

〉
= 〈

χA
n+1(S,MS)

∣∣ Htot

∣∣χA
n (S,MS)

〉 = υ
√

(n + 1)/2,〈
χB

n (S,MS)
∣∣Htot

∣∣χB
n+1(S,MS)

〉
= 〈

χB
n+1(S,MS)

∣∣Htot

∣∣χB
n (S,MS)

〉 = −υ
√

(n + 1)/2.

The numerical diagonalization of this energy matrix gives
the set of vibronic eigenvalues Eν(S) and the corresponding
eigenvectors

�ν(S,MS) = ψA(S,MS)
∑

n

cA
n,ν (S)
n(q)

+ψB(S,MS)
∑

n

cB
n,ν(S)
n(q). (A6)

Figure 11 shows the low-lying vibronic levels as a function
of the vibronic coupling parameter calculated with the same
t , J , and h̄ω values as those used for the calculations of
the minimal energies in the adiabatic approximation [Fig. 9].
By comparing Fig. 2 with Fig. 9, one can see that although

FIG. 11. Low-lying vibronic levels of the d3-d2 MV dimer
calculated at h̄ω = 200 cm−1, t = 200 cm−1, and J = − 10 cm−1 as
a function of the vibronic coupling parameter.

FIG. 12. Lower sheets of the adiabatic potential for the d3-d2

MV dimer at h̄ω = 200 cm−1, t = 2000 cm−1, J = − 100 cm−1, and
υ = 680 cm−1.

both approaches predict the crossover of the spin levels with
S = 5/2 and S = 1/2, the difference in critical values υc found
within these two approaches is significant (υc ≈ 667 cm−1

in the semiclassical approach, while υc ≈ 700 cm−1 in the
quantum-mechanical approach). Thus, for υ ≈ 680 cm−1, the
adiabatic semiclassical approach predicts an antiferromagnetic
ground state, S = 1/2 [Fig. 9], while the quantum-mechanical
approach leads to the ferromagnetic one, S = 5/2 [Fig. 11].
This can be realized by inspecting the curvatures of the
adiabatic potentials in the minima points and the barriers in
Fig. 12. One can see that the curvature is maximal for the state
with S = 1/2, and it is close to zero for the state with S = 5/2.
As a result, the effective q-vibrational frequency proves to be
higher for the antiferromagnetic ground state. It is also seen
that the barrier for S = 1/2 is much higher than that for S = 5/2,
and hence the tunneling splitting of the level with n = 0 is
larger for higher S value. Therefore, in spite of the fact that
U

1/2
− [q = q±

min(1/2)] < U
5/2
− [q = q±

min(5/2)], the order of the
low-lying vibronic levels is opposite, so that the ferromagnetic
level proves to be the ground one for this set of parameters.

In addition, as distinguished from the semiclassical ap-
proach, which predicts that at υ = υc, the ground state
comprises all spin values [Fig. 8], the quantum-mechanical
approach predicts that the ground state includes only two
spin values (maximal and minimal), while the state with
intermediate spin value S = 3/2 proves to be the first excited
one [Fig. 2(a)].

Even more drastic discrepancy between the two approaches
can be found considering the special region in which υ2

h̄ω
is

close to t . In this case, the quantum-mechanical approach
predicts the existence of a region for the vibronic coupling
parameter in which the ground state possesses an intermediate
spin S = 3/2. This is in a strong contradiction with what has
been shown from the semiclassical adiabatic approximation.
Although the energy pattern in Fig. 11 is obtained with a
particular set of parameters, it illustrates the inequivalence of
the two approaches.
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