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Empirical evaluation of attractive van der Waals potentials for type-purified
single-walled carbon nanotubes
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van der Waals forces play a critical role in the structure and stability of single-wall carbon nanotube (SWCNT)
materials. Thin films assembled from SWCNTs purified by electronic type show particular promise for flexible
electronics applications, but mechanical durability remains an unresolved issue. Using transition resonances
determined from spectroscopic measurements of type-purified SWCNTs deposited on quartz, coupled with
analogous spectroscopic characterization of polydimethylsiloxane (PDMS) substrates, we use the Lifshitz theory
of van der Waals dispersion interactions developed by Rajter and co-workers [Rajter et al., Phys. Rev. B 76, 045417
(2007)] to examine the influence of electronic type on van der Waals contact potentials in polymer-supported
nanotube networks. Our results suggest a significantly stronger nanotube-nanotube and nanotube-polymer
attraction for the semiconducting SWCNT fractions, consistent with recent measurements of the electronic
durability of flexible transparent SWCNT coatings.
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I. INTRODUCTION

van der Waals (vdW) forces play a significant role in the
structural stability of matter across a broad range of chemistry,
physics, and biology.1–6 They also play a particularly important
role in nanotechnology, where they dominate the short-range
attraction between nanoparticles and can hinder their disper-
sion and manipulation.7–11 For particles lacking a permanent
dipole moment, vdW dispersion forces arise solely from small
fluctuations in the electromagnetic field—or more precisely,
the dielectric permittivity—across the space between the
particles,12,13 which is dominated by the zero-point energy
of quantum vacuum fluctuations. The quantum-field nature
of such a mundane, ubiquitous, and sometimes macroscopic
force is quite remarkable, if on occasion not fully appreciated.

Single-wall carbon nanotubes (SWCNTs) are nanometer-
thick tubes of graphene 100 nm to 100 μm in length.
They can be either metallic or semiconducting, depending
on the chiral vector (n,m) that characterizes the symmetry
of rolling a two-dimensional (2D) graphene sheet into a
hollow tube.14 They are one of the most studied materials
within the realm of modern nanotechnology, with exceptional
physical properties that herald the possibility of significant
technological potential.15 The importance of vdW forces in
SWCNT materials cannot be overstated. The high aspect ratio
and strong anisotropy create potential wells thousands of kBT

in depth, but SWCNTs have yet to realize their full potential
as mechanical reinforcing agents. This is primarily due to the
mechanical failure of interfacial contacts, which are largely
governed by vdW forces. Although chemical cross-linking can
help mitigate such effects, this often occurs at the expense of
the intrinsic SWCNT properties of interest,16 which can limit
the potential impact of applications.

Raw nanotube materials typically contain a broad distri-
bution of lengths and a mixture of the two distinct electronic
species, usually 1/3 metallic and 2/3 semiconducting. Recent
advances in the separation of SWCNTs by length and elec-
tronic type, however, have ushered in a new era of research
focused on the physical attributes and potential applications
of highly monodisperse nanotube materials.17–22 In particular,

such purified SWCNTs show tremendous promise for flexible
electronics applications,23 where the mechanics of vdW
contact forces will play a potentially profound role in dictating
device durability and performance.24,25 One recent study, for
example, offered compelling evidence that electronic type
can have a significant influence on the durability of flexible
transparent SWCNT films, with metallic nanotubes offering
improved performance over semiconducting nanotubes.26

The Lifshitz framework of vdW interactions has recently
been cast in a form that can be readily applied to SWCNTs.27

Building on the extensive work of French28 and Parsegian,29

Rajter et al.27 have developed a formalism that offers consider-
able insight into the nature of vdW interactions in nanotubes.
The scope of the work presented in Ref. 27 is ambitious in that
it employs a first-principles ab initio scheme to compute the
band structure of distinct chiral species. There are, however,
some subtle but important issues that are not fully resolved
by a purely theoretical approach. These include a dramatic
depolarization effect that favors polarizations parallel to the
nanotube axis,30 the rather large influence of excitonic effects
in quasi-1D systems,31 and the overall challenge of accurately
describing experimentally observed absorption spectra with
an ab initio scheme. As an alternative, the approach we adopt
here therefore relies on spectral data as a way to correctly, if
only empirically, overcome these issues. By exploiting recent
advances in the Lifshitz theory of vdW interactions applied
to nanotubes, our goal is thus to address the role of SWCNT
electronic type in dictating the magnitude of vdW contact
forces, both between nanotubes and between nanotubes and a
polymer substrate. Our results suggest a significantly stronger
nanotube-nanotube and nanotube-polymer attraction for semi-
conducting SWCNTs on polydimethylsiloxane (PDMS), and
we discuss these findings in the context of the electronic
durability of flexible SWCNT coatings.26

II. MATERIALS AND METHODS

A rigorous implementation of the Lifshitz formalism
requires a detailed knowledge of the imaginary part of the
dielectric response function, ε(E) = ε′(E) + iε′′(E), over a
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broad spectral range. For SWCNTs, this window (0–30 eV)
naturally splits up into the three distinct regimes defined by
Rajter and French.32 These are delineated as “Drude” (0–
0.1 eV), “π” (0.1–10 eV), and “σ” (> 10 eV). In the “Drude”
regime, the response varies from metallic to semimetallic
to semiconducting, depending on chirality. The “π” regime
encompasses the familiar interband optical resonances up to
the π plasmon and is typically accessed with UV-vis-NIR
spectroscopy. The “σ” regime is dominated by the σ + π

plasmon and is correspondingly probed with electron energy
loss spectroscopy (EELS).32 This last regime dominates the
spectral weight contained in the f -sum rule33 and makes
an appreciable contribution to the London dispersion spectra.
Transitions associated with the σ/π electronic states emerge
in the 12–20 eV range.34–38

Since we are interested in a generic chiral mixture of
specific electronic types, our approach is to model the Drude
regime with type-specific dielectric spectroscopy data and the
π regime with type-specific UV-vis-NIR spectroscopy data.
While the anisotropy and type dependence of the π plasmon
are experimentally accessible, less is known about the σ + π

plasmon. Here, the resonant energy and relative strength of
the oscillator are taken from EELS spectra of mixed-type
SWCNTs, while the anisotropy and type dependence are
assumed to follow the behavior exhibited by the π plasmon.
This is a reasonable assumption, since both plasmons are
graphitic features that acquire anisotropy through the tubular
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FIG. 1. (Color online) (a) Separation scheme, where the solvent
density increases from top to bottom. The metallic SWCNTs move
up and the semiconducting SWCNTs move down with respect to
a layer of starting material at the blue-brown (light-dark) interface.
(b) Colors of SWCNT solutions (top) before separation (left) and
the metalic (middle) and semiconducting (right) fractions, with
transparent PDMS (bottom). (c) SALS profiles from metallic and
semiconducting films with a TEM image (inset) of the network
morphology (scale = 250 nm) The curves are fits to the expression
I (q) ∝ q−D with D = 1.72. The scattering intensity has been reduced
by the film thickness measured with atomic force microscopy (AFM)
and the higher scattering in the metallic film is due to the near-resonant
laser line.

geometry. As a consistency check, we use the f -sum rule to
ensure that the implied electron density is consistent with the
range of diameters measured for each electronic type.

Details of the materials, purification scheme, and charac-
terization methods—as well as the empirical scheme used to
extract the intrinsic optical response from the data—can be
found in the supporting information.39 As shown in Fig. 1, a
consequence of type purification is distinctly colored SWCNT
fractions, blue for metallic and yellow/brown for semiconduct-
ing. In contrast, the polydimethylsiloxane (PDMS) substrates
are colorless and transparent. As imaged in reciprocal space
with small-angle light scattering [SALS, Fig. 1(c)] and in
real space with transmission electron microscopy [TEM, inset
Fig. 1(c)], the 10–100-nm-thick SWCNT membranes are
isotropic and mesoporous networks of nanotube bundles with
a mass-fractal dimension of 1.7. The colors of the components
are evident in the absorption spectra, which we present in
Fig. 2(a) as the imaginary part of the dielectric response
function, ε′′(E). As shown schematically in Fig. 2(b), there
are three optical nanotube resonances for the semiconducting
SWCNTs (denoted 11, 22, and 33) but only one or two for
the metallics (denoted 11 and 22), where these correspond to

FIG. 2. (Color online) (a) Imaginary part of the dielectric re-
sponse for the nanotubes and the polymer substrate with (b) a
schematic of the SWCNT density of states near the Fermi energy
for each type. The individual resonances deduced from the spectra
(dashed) are reduced by a factor of 4 and the PDMS spectrum is
amplified by a factor of 103 for clarity.
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FIG. 3. (Color online) Force-microscopy images of (a) metallic
and (b) semiconducting material on silicon, where each image is
2.4 μm tall. Samples were made by diluting 1% sodium deoxycholate
SWCNT solutions of each electronic type 5:1 with purified water,
and then soaking a piece of silicon wafer in each solution for
24 h. The samples were then soaked in ethanol for 3 h to remove
surfactant. Length distributions are of isolated (c) metallic and (d)
semiconducting SWCNTs, and diameter distributions are of isolated
(e) metallic and (f) semiconducting SWCNTs.

interband transitions across the Fermi level.31 As noted above,
the anisotropy of the resonant features is well quantified, with
the SWCNT transitions only occurring for polarizations along
the nanotube axis and a slight anisotropy in the π plasmon due
to the tubular geometry.30,40 The transparent PDMS absorbs
only in the NIR and UV [Fig. 2(a)].

As shown in Fig. 3, the type-purified solutions contain
a broad distribution of lengths, ranging from 100 nm to
2 μm, with mean lengths of 300 and 475 nm for the metallic
and semiconducting nanotubes, respectively. The diameter
distribution is also broad, with a slightly smaller mean diameter
for the semiconducting nanotubes (×0.85). This diameter
difference is further confirmed by radial-breathing-mode
Raman spectroscopy (Fig. 4). A higher average density for the
semiconducting SWCNTs would appear to be qualitatively
consistent with the ultracentrifugation scheme [Fig. 1(a)]
used to purify the nanotubes by electronic type,26,39 but
in reality the separation arises from small variations in
the effective density of a solvated nanotube complex in a
mixed-surfactant environment.42 This diameter difference has
significant implications for the problem of interest here, since
the effective electron density of an equivalent tubular volume
scales as a/a2 ∼ 1/a, which provides a constraint on the ratio
of the f -sum rule applied to each ensemble.

FIG. 4. (Color online) Radial breathing mode Raman spectra of
the films on quartz depicted in Fig. 2. The average diameter of each
ensemble scales inversely with the peak position, consistent with a
smaller mean diameter for the semiconducting SWCNTs.

Although each SWCNT resonance in Fig. 2(a) represents
a broad range of type-specific chiralities, we deduce the mean
line shape by fitting the collective peak to a superposition
of individual Lorentzians. Our only assumption is that the
linewidth of the single-chiral response is the same for identical
orders of resonance,41 and as a point of reference we use the
measured dielectric response of the (6, 5) SWCNT.30 A real-
istic computational prediction of absolute oscillator strengths
does not exist, so an empirical approach is the only viable
option. Note that the location and strength of the individual
resonances are critical in determining the London dispersion
spectra, while the localized nature of the absorption features
simplifies the analysis and interpretation. The measured
spectra are also from bundled material, which underestimates
the oscillator strengths of isolated SWCNTs in air. To correct
for this, we use the ratio of the resonant extinction coefficients
measured below (soluble) and above (aggregated) the intrinsic
solubility limit for comparable metallic and semiconducting
SWCNTs in alkyl-amide solvents.39,43

We are specifically interested in intimate nanotube contact,
which is most relevant from the perspective of transparent
conductive coatings. In the near-field limit within the Der-
jaguin approximation,27 the nonretarded contact potential for
two SWCNTs of identical type and diameter 2a depends on
surface separation, �, and orientation angle, θ , as

U (�,θ ) = −a(A0 + A2 cos2 θ )

6� sin θ
. (1)

With air as the intervening medium, the Hamaker coefficients
A0 and A2 are obtained as a Matsubara sum over all quantum
modes, n, of the angular overlap in

�ε̃ = ε̃(iξn) − 1, (2)

where ε̃(iξn) is the geometric mean of the in- and out-of-plane
projections of the real part of the single SWCNT dielectric
tensor,

ε′
ij (ω) = δij + 2

π

∫ ∞

0

sε′′
ij (s)

s2 − ω2
ds, (3)

evaluated at the imaginary frequencies

ξn = 2πnkBT

h̄
. (4)
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Explicitly, the Hamaker coefficients are

A0 = 3

2
kBT

∑
n′

〈
�ε̃

(ε̃ + 1)

�ε̃c

(ε̃c + 1)

〉
(5)

and

A0 + A2 = 3

2
kBT

∑
n′

〈
�ε̃2

(ε̃ + 1)2

〉
, (6)

where the prime in the sums denotes the usual Matsubara
convention with the n = 0 term weighted by 1/2. The brackets
in Eqs. (5) and (6) denote an angular average over 2π in a
variable φ that accounts for all possible directions within the
plane normal to the direction of minimal surface separation �.
The subscript c denotes the substitution φ → π/2 − φ and

ε̃ =
√

ε⊥(ε⊥ sin2 φ + ε‖ cos2 φ), (7)

where ε⊥ and ε‖ denote the real part of the intrinsic SWCNT
permittivities normal to and along the nanotube symmetry
axis, respectively.44 The two nanotubes cannot be parallel in
our analysis and the assumption of close proximity implies
infinite length.

Similarly, the near-field potential between a SWCNT of
specific electronic type and an optically isotropic substrate
follows from the cylinder-planar substrate interaction derived
by Rajter et al. in the limit that the substrate is optically
isotropic or non-birefringent.27 The relevant expression for
the potential is

U (�) = −
√

2

24

L

a

(
a

�

)3/2

A0, (8)

where the single Hamaker coefficient A0 is obtained in an
analogous fashion in terms of the substrate dielectric function
εp as

A0 = 3

2
kBT

∑
n′

�εp

(εp + 1)

〈
�ε̃

(ε̃ + 1)

〉
, (9)

where �εp = εp − 1. The continuous overlap of the nanotube
with the substrate—as opposed to the localized overlap of
two nonparallel nanotubes—casts the problem in terms of the
interaction energy per unit length, and the nanotube length L

thus appears in Eq. (8).
Despite the complicated appearance, the physical founda-

tions of the above formalism are not difficult to see. The
vdW attraction arises from weighted spectral overlap in the
anisotropic polarizability of the two bodies, and in spectrally
complex dispersion media (such as water) this overlap can be
screened by any relevant structure in the surrounding medium.
Each mode n represents a “standing wave” of fluctuations
between the two surfaces of interest. With the exception of
the n = 0 term, each mode can thus have two orthogonal
polarizations, which is why the n = 0 term is weighted by 1/2.
A physical discussion of these calculations and the significance
of the various terms can be found in the book by Israelachvili.1

An empirical evaluation of the Hamaker coefficients is a
straightforward numerical evaluation of the above expressions
based on spectroscopic data. For the π plasmon, both the
metallic and semiconducting nanotubes are characterized by

two offset Lorentzians, one for each projection, with the
anisotropy in the resonant energies and oscillator strengths
fixed empirically from the isotropic features measured for each
electronic type. Specifically, we use previous measurements of
how the π plasmon in an unaligned film splits into two distinct
features along and normal to the nanotube symmetry axis as
the film is aligned.30,40 Moving down in energy, the metallic
ensemble has two axial resonant Lorentzian features and the
semiconducting ensemble has three (Fig. 2), with no radial
components. The low-energy (E → 0) feature for each type is
deduced from the Drude model of dielectric response applied
to the measured resistivity of each film type.26 The polymer
substrate is modeled with 19 optically isotropic Lorentzian
features.

The most dominant features are in the 10–20-eV range,
which we are unable to directly measure for our materials.
For the nanotubes, the σ + π features are thus deduced
from EELS of sparse mixed-type films extrapolated to zero
momentum transfer.35,36 We use the common π plasmon to
bridge our measured optical spectra to the EELS spectra, with
the f -sum rule and the measured ratio of mean diameters
as a constraint. For the PDMS substrate, we use spectra
based on low-loss EELS measured in the context of cryo-
TEM and referenced to the well-known dielectric response
function of amorphous ice.45,46 Representative spectra are
shown in Fig. 5. For the Lorentzian features, the relevant
Kramers-Krönig transforms follow trivially by analogy with

FIG. 5. (Color online) Anisotropic dielectric response for (a) the
metallic SWCNTs and (b) the semiconducting SWCNTs over the
full spectral window. (c) Detailed view of the two plasmons for each
electronic type with the UV absorption used for the PDMS substrate.
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the linear response of a damped harmonic oscillator. The
angular overlap integrals in Eqs. (5), (6), and (9) are evaluated
numerically for each Matsubara mode n, and the sums are
then tabulated numerically (up to n = 3000) to compute
the Hamaker coefficients for SWCNT-SWCNT interactions
(semiconducting-semiconducting and metallic-metallic) and
for SWCNT-PDMS interactions (metallic and semiconduct-
ing). Details are given in the supporting information.39

III. RESULTS AND DISCUSSION

A. Hamaker coefficients and pair potentials

For the SWCNT-SWCNT interaction, our analysis gives
A0/kBT = 46.5 and A2/kBT = 0.44 for the semiconducting
SWCNTs and A0/kBT = 37.6 and A2/kBT = 0.26 for the
metallic SWCNTs. Figure 6(a) shows the full nanotube-
nanotube interaction potential at a fixed relative orientation
of 90◦ based on these coefficients, where we have introduced
the repulsive Lennard-Jones term, B(�/a)−7. The exponent of
7 reflects the same coarse-graining that transforms the usual
�−6 attraction into �−1, and we adjust B to achieve a minimum
at �/a = r/a − 2 = 0.33 based on the interlayer spacing of
graphite.47,48 For the SWCNT-PDMS interaction, our analysis
gives A0/kBT = 33.4 for the semiconducting SWCNTs and
A0/kBT = 30.1 for the metallic SWCNTs. The total potential
between the two nanotube types and the polymer substrate
based on these Hamaker coefficients is shown in Fig. 6(b),
where we assume a repulsive term of the form B(�/a)−15/2 and
adjust B to achieve a minimum at �/a = 0.33. In both cases,
the semiconducting nanotubes have a significantly stronger
attraction. The results are qualitatively consistent with the

FIG. 6. (Color online) (a) Computed vdW potential between 90◦

crossed SWCNTs of each electronic type as a function of surface
separation and (b) computed vdW potential between each type
(L/a = 250) and the polymer (PDMS) substrate.

microscopic observations in Fig. 3, where the semiconducting
SWCNTs show a greater tendency to bundle in marginally
stable colloidal suspensions prepared under comparable con-
ditions. For both electronic types, the suggested strength of the
attraction to the PDMS substrate (A0 = 139 zJ for the semis
and A0 = 125 zJ for the metals at 300 K) is surprising but not
unprecedented. Recent experiments and simulations suggest
that interactions between the methyl group of PDMS and the
π -electron-rich surface of carbon nanotubes are favorable to
carbon nanotube dispersion in PDMS, where the nanotubes are
stabilized against aggregation by the adsorption of polymer
chains.49,50

The Hamaker coefficients we compute here, A0 = 194 zJ
for semi-semi and A0 = 157 zJ for metal-metal (300 K), are
more than a factor of 2 larger than the near-field results
computed in Ref. 27 for the (6,5) semiconducting and (9,3)
metallic nanotubes. The major difference is the use of water
as the intervening medium in Ref. 27 (as opposed to the use of
air here), but there are significant differences in the absorption
spectra of the nanotubes as well. The ab initio results in Ref. 27
give larger oscillator strengths, radial optical resonances, and
greater spectral weight above 10 eV. Conversely, our results
suffer from a lack of true spectral data above 5 eV, as we discuss
in greater detail in the conclusion. We emphasize, however,
that the trends are indeed similar, with both studies showing a
modestly stronger attraction for semiconducting nanotubes.

For two isolated nanotubes crossed at an arbitrary angle
θ , there is no stabilizing angular term in the full potential
to prevent collapse into the global minimum at θ = 0.
Specifically, ignoring A2 with respect to the much larger A0,
the potential for two isolated arbitrarily crossed SWCNTs
(θ �= 0) is

Utt(r,θ )

kBT
� 1

sin θ

[
B

(�/a)7
− A0

6(�/a)

]
, (10)

where “tt” denotes tube-tube and B is the repulsive LJ
coefficient introduced above (B = 1.45 × 10−3 for the semis
and B = 1.15 × 10−3 for the metals). This can be contrasted
with results recently obtained from a “continuum” (pairwise)
superposition of the atomic potentials, which has the form
of an 8-2 expression.51 The difference reflects our use of the
near-field Lifshitz formalism, a point we consider again at the
conclusion of the paper.

B. Scaling, electronic type, and film durability

The results presented here, taken as a whole, can explain
a significant portion of the difference in the strain response
of metallic versus semiconducting nanotube films.26 Although
the depth of the attractive well is 20–30 % deeper for the semis,
both attractions are so much larger than kBT that the nanotubes
stick irreversibly on contact. Based on the measured size
distributions, we can thus account for the observed difference
in percolation threshold,52 since φc ∝ a/L gives φcM/φcS ≈
2, in excellent agreement with experiment.26 This can have
potentially significant manifestations, since for any critical
quantity σ ,

σ = σ0(φ/φc − 1)α � σ0(φ/φc)α, (11)
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well inside the percolation regime (φ � φc), and the ratio at
comparable values of φ,

σS/σM � (σ0S/σ0M )(φcM/φcS)α, (12)

can thus become quite significant. The difference in attraction
can further influence the strain response of the films because
the depth and curvature of the interparticle potential can
directly impact the modulus and yield strain of the network.53

The role of SWCNT bending, buckling, and friction in network
stability is a topic of considerable current interest.54

Specifically, we model the difference in attraction using
scaling arguments borrowed from soft matter.52–67 The SWC-
NTs have aspect ratios of 102–103 and Young moduli in the TPa
range. Stretching and compression can thus be neglected, with
bending being the only significant mode of deformation. The
vdW attraction between nanotubes is strong and short-range
in the absence of a surfactant and solvent, and the simplest
description is through the contact energy per unit length, u,
from which we get the energy for perpendicular contact,

wp = 2ua′, (13)

where a′ � a is the effective nanotube radius. Most theories
of “sticky” fibers approximate the parallel potential by a
simple square well of finite width, depth uL, and infinite
height below a critical surface separation.55 The network
structure results from the interplay of bending, vdW attraction,
excluded-volume interactions, static friction, and the initial
conditions used to prepare the network.

For a random packing of long rods with excluded volume,
entropy is irrelevant. The packing of such rods can be modeled
by assuming independent and pairwise additive contacts.56,57

This works for large-aspect-ratio rods (>15), colloidal rods,
and macroscopic (>1 cm) fibers.56 The orientational average
of the excluded volume of a pair of randomly oriented rods
gives the so-called “random-contact” equation of state,

φc = c

2

1

λ
, (14)

where λ = L/2a is the aspect ratio and c is the average
number of contacts per rod. Mechanical stability for random
stacking implies c = 10.8, while c � 1 for geometric perco-
lation. In the latter case, Monte Carlo simulations of freely
overlapping ellipsoids give c = 1.502 at λ = 50, with c → 1.2
for λ � 300.58 The theoretical result c = 1 applies to ideal
(penetratable) rods, with simulations of ideal and hard rods
confirming a slightly larger value, c = 1.20, for λ → ∞.52,59,65

For all these models, φc ∝ 1/λ for long slender rods, both in
and out of equilibrium and independent of spatial dimension.61

Equilibrium statistical mechanics predicts an exponential
decrease in φc at moderate attraction.63,64,66 For strong attrac-
tion (wp � 20–40kBT ) and large aspect ratio (λ � 500–1000),
such theories predict unphysical values for φc, many orders
of magnitude too small. This is not surprising, since the
SWCNTs of interest are not in thermal equilibrium but form a
glassy network. It is thus quite plausible to assume, as we
did above, that the exact value of the attractive potential
is not relevant to the onset of percolation; once the rods
touch, they will permanently stick and rotate in response to
the vdW torque (if not stabilized) before sliding into full
parallel contact. There are three possible scenarios: (i) the

formation of bundles of average size N ; (ii) chain formation,
where N aligned nanotubes overlap minimally at their ends;
and (iii) the formation of a heterogeneous network of fractal
aggregates.57,62,66 In our system, all three effects presumably
exist. Bundle formation reduces the aspect ratio to λ′ = λ/

√
N

in Eq. (14), which causes φc to increase, while chain formation
increases the effective aspect ratio to λ′ = N λ. Nanotube
deformation, in principle, leads to reduced λ′, but this is
assumed to be negligible near φc. For very long sticky rods,
fractal aggregates are the dominant morphology, consistent
with Fig. 1(c).

The 2D heterogeneous fiber network is a film of connected
clusters of size RC , as dictated by the method of deposition and
surfactant removal. Each cluster is fractal, with N ∝ (RC/lC)D

and self-similarity between a lower cutoff lC and RC . A
reasonable assumption is lC � L. A lower limit on RC follows
from the structure factor [Fig. 1(c)], with fractal scaling from
lc � 2.5 μm up to at least 2π/qmin = 13 μm. Generalizing
the theory from Ref. 55 to 2D gives

φc = c

2

1

λ

(
lC

RC

)2D

, (15)

with D = 1.72 and lC/RC = 1/13. A larger range of self-
similarity, lC/RC = 100, reduces φc by only a factor of
3.6. The scaling φc � 1/λ is thus robust, with φc ≈ 0.06%
for SWCNTs of length L = 400 nm. Fluctuations in film
thickness, however, transform this volume fraction into a mean
percolation thickness of several nanotube diameters.

Ignoring friction, the elastic properties of the film are
dominated by the interplay between vdW forces, parametrized
by u, and the bending rigidity, κ . These two quantities define
the relevant length LW = √

κ/u ∼ 10–100 nm in dense
networks well above percolation. The Young modulus has units
of pressure, or energy per unit volume, with

E0 � uLW

L3
W

� u2

κ
. (16)

With u ∼ A0/a, the ratio of the adhesion energies of two
perpendicular fibers is(

wpS

wpM

)
= A0S/A0M ≈ 1.25. (17)

With wp = 2ua and aS/aM = 0.85, one finds

E0S

E0M

=
(

aMA0S

aSA0M

)2

≈ 2.2 (18)

as a prediction for the ratio of network modulus for each
type. To explain the difference in yield strain, we invoke the
scaling argument used to model fractal nanoparticle gels in
the so-called “strong-link” regime, which models the film as a
network of connected clusters. In this view, the yield strain is

γ0 ∝ E
−(1+x)/(d+x)
0 , (19)

where d = 2 is the spatial dimension and x ≈ 1 is the “bond
dimension.”67 We then obtain the ratio

γ0S

γ0M

≈
(

E0S

E0M

)−2/3

≈ 0.6. (20)
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Details of the mechanical response will be reported elsewhere,
but Eqs. (18) and (20) are in better than qualitative agreement
with experiment.

IV. CONCLUSIONS

Using absorption spectra measured and inferred for type-
purifed SWCNTs over a broad spectral window, we have
empirically determined the magnitude of attractive nanotube-
nanotube and nanotube-polymer potentials for each electronic
type based on the Lifshitz theory of vdW-London dispersion
interactions. Like a previous ab initio study,27 our results
suggest that semiconducting SWCNTs can have stronger vdW
attraction, both to each other and to a cross-linked silicone
elastomer (PDMS) substrate. The Hamaker coefficients we
obtain for single SWCNT interactions in air are roughly a
factor of 2 larger than those obtained from tight-binding
ab initio studies in water.27 This is because water, with its larger
dielectric constant and absorption in the UV, will effectively
“screen” correlations in the field terms [Eqs. (2) and (5)],
thereby lowering the Hamaker constants.

Excitonic effects have a large influence on the optical prop-
erties of quasi-1D SWCNTs,31 but in terms of the vdW-London
dispersion spectra, the dominant features are the two plasmons.
A combined optical/EELS study of aligned, type-sorted
nanotube films would thus provide a more accurate foundation
for what we have attempted here. For the semiconducting
nanotubes, neglecting the three optical resonances reduces
the Hamaker constant A0 by roughly 5%, while neglecting
the Drude term decreases the Hamaker constant by roughly
2%. For the metals, neglect of either of these terms reduces
A0 by roughly 3%. In this view, excitonic effects certainly
have a measurable effect, but a larger question is how they
influence the plasmons. From the ab initio perspective, a first-
principles approach that correctly accounts for electron-hole
interactions in quasi-1D systems would thus provide a more
accurate computational foundation, but only to the extent that
it also accurately describes the two plasmons. A higher-order
computational scheme for the electronic band structure that
invokes many-body Green functions would be required at the
input level. Although this would clearly be a challenge, the
significant computational advances of the recent past suggest
that it might become feasible in the near future,68–71 and we
hope that the work we present here might help motivate such
an effort. A deeper and more relevant question, however,
is how the plasmonic features change—both in energy and
oscillator strength—when a graphene sheet is rolled up into a
tube.

A degree of care should be taken in terms of ascribing
too much quantitative significance to our results, which are
meant to substantiate trends and elucidate differences. Small
variations in the London dispersion spectra can have large
manifestations in the potential,72 and we have not included
any ionic effects,73 nor have we addressed the nonpairwise
additivity of vdW potentials in multilayered systems at large
separations.74 We have specifically limited our analysis to
the near field to mitigate such effects. Similarly, our results
can be contrasted with those obtained from a continuum
superposition of the usual Lennard-Jones (LJ) 6-12 expression
at the atomic level,51 the so-called Girifalco potential.75 A
recent computation for 90◦ crossed SWCNTs based on such
an approach gives a potential well of around 2 eV,51 which
is a factor of 4 stronger than what we find here. Uncertainty
in the true oscillator strength of the 15 eV plasmon and the
inherently macroscopic framework of the Lifshitz formalism
might account for some of this discrepancy,76 but a larger issue
is the approximate nature of the continuum LJ approach.27

The language of a “macroscopic” dielectric response function
is in fact intrinsic to the correct many-body description of
the optical SWCNT resonances,31 while the continuum LJ
approach obviously neglects any influence of the collective
response implied by the optical resonances and plasmons.

Our results do, however, explain previously observed
differences in the quiescent behavior and strain response
of flexible SWCNT membranes based on electronic type.26

Pristine nanotube networks are in some sense metastable with
respect to deformation,24 and the stronger attraction between
semiconducting nanotubes, with the correspondingly lower
percolation threshold, makes mechanical deformation in the
semiconducting films more “plastic” than that in the metallic
films, even at small strains and larger film thicknesses. To
a large extent, however, this difference simply mirrors a
difference in the mean diameter. Our observations thus shed
significant light on important differences in the stability and
durability of metallic and semiconducting nanotube networks
that should help guide future modeling efforts, motivate new
experiments, and better inform applications.
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