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Crater formation caused by nanoparticle impact: A molecular dynamics study of crater volume
and shape
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We present molecular-dynamics simulations of cratering induced by projectiles containing N ∼= 10–106 atoms
in the velocity regime of 1–70 km/s. Self-bombardment of a condensed Ar and a Cu target are studied. We
corroborate the earlier finding that for small clusters, N � 1000, above a threshold regime, the crater volume
scales linearly with the total impact energy E; by scaling energies to the target cohesive energy U , crater volumes
of such diverse materials as condensed Ar and Cu coincide. At threshold Eth, craters are shallow. They become
hemispheric at energies ∼5Eth. Part of the material excavated from the crater is sputtered. This fraction decreases
with cluster size N . Relatively less material is sputtered from an Ar target than from a Cu target. Larger cluster
impact, which we simulate up to N = 3 × 106, shows a stronger size effect, such that the resulting craters increase
slightly more than linearly with total energy. This finding is discussed in light of available experimental data
for μm- and mm-sized projectiles. Simulations on ductile samples containing pre-existing defects (nanocracks)
show that such pre-existing damage plays a negligible role for crater formation and size in metals.
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I. INTRODUCTION

Impact of material surfaces by μm- and nm-sized hyperve-
locity projectiles is of considerable interest in space science,
astrophysics, and planetary sciences.1 The target materials
may consist of rock or ice (atmosphereless planets, moons,
asteroids, or comets), or of metals (spacecraft), while the
projectiles of interest are dust grains (again composed of rock
and ice), but also of metal and other debris in the low earth
orbit environment. Dust grains may measure between 1 nm and
1 μm,2 while debris may also have considerably larger sizes.
Typical velocities involve 3–100 km/s; this is conventionally
called the hypervelocity impact regime. It is often assumed
to cover velocities beyond �3 km/s,3,4 where the projectile
completely disintegrates upon impact. On an energy scale,
the kinetic energy per atom of the projectile hence exceeds
the cohesive energy of the projectile and often also the cohesive
energy of the target material.

Several satellite missions have been used to investigate
dust-materials interactions. Here, we mention the early Solar
Maximum satellite5 and the Long Duration Exposure Facility
mission.6,7 CASSINI explored the interaction of dust particles
with metal targets in its Cosmic Dust Analyzer experiment;8

STARDUST brought cometary dust particles home from
comet Wild 2.9 ROSETTA will explore the cometary dust
of the comet Schurjumow-Gerasimenko. The space shuttle
brought solar panels from the HUBBLE telescope down for
investigation of cratering.10 Due to the importance of these
studies for space science, experimental research has been
carried out in several laboratories.7,11–14

Cratering experiments are also performed using single
heavy ions15 or clusters containing of the order of N = 1000
atoms.16 The crater shapes found resemble closely those of
macroscopic impacts.

On the theoretical side, understanding was initially guided
by setting up scaling relationships to correlate measured crater

volumes with various experimental and materials parameters
at macroscopic scales.17–19 Later on, continuum (so-called
hydrocode) simulations were performed to investigate the fate
of the projectile and the bombarded target.20–22 Such modeling
requires a thorough understanding of the material response
under extreme conditions of temperature, pressure, strain, and
strain rate, going well beyond the usual knowledge of the
(equilibrium) equation of state, and often using equilibrium
shock data along the Hugoniot line to calibrate models.23

Quite recently, another possibility for investigating cratering
phenomena has been offered by the technique of molecular-
dynamics simulations.24–30 These are based on a knowledge of
the interatomic interaction potential only, and thus require, in
principle, less input for describing the materials behavior than
hydrocode modeling.

While the simulation work up to around 2006 mainly
considered small-cluster impacts,31 more recently, interest in
large-cluster impacts became dominant. Aoki et al. simulated
the impact of Ar1000 clusters on Si surfaces and determined
the evolution of the crater diameter and the sputter yield.29

Samela and Nordlund28,32 studied AuN cluster impacts on Au,
up to sizes of N = 3 × 105, at a velocity of 22 km/s. They
correlate their data on crater volumes V with cluster size N

and total impact energy E using a law V ∝ NE1.65 taken from
macroscopic crater scaling theory,19 and assert that their data
approach the macroscopic trend for cluster sizes N � 105.
These findings were later corroborated by simulations of
equivelocity Ar cluster impact on silica.30 Crater formation
was also simulated for more complex targets; we mention the
work by Delcorte and Garrison on crater formation induced by
C60 impact in polymeric targets.33 Recently, we showed34 that
the volume of cluster-induced craters scales proportional to the
total impact energy, and that the craters induced in Cu and Ar
have similar size when the impact energy is scaled to the target
cohesive energy and the crater volume is measured in units
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of the target atomic volume. These results were extended to
impacts of clusters containing up to 7.4 × 106 atoms (diameter
55 nm), at the limit of today’s computational facilities.35 In that
work, also the scaling of the crater formation time, the target
strain rates and the maximum target pressures were explored,
and the connection to macroscopic cratering experiments was
established.

In this paper, we corroborate and extend our previous results
by modeling impacts with projectiles containing N = 10–106

particles. By aiming at a systematic presentation of simulation
data in terms of cluster size and impact energy, we describe
the scaling of the resulting crater volumes on projectile
energy and size. As novel aspects, we study the emission
yields and the shape of the induced craters. Comparison to
available experimental data, obtained for clusters containing
N = 1011–1021 atoms, allows us to discuss the similarities and
the differences in the cratering induced by nm- and μm-sized
projectiles.

II. METHOD

The molecular-dynamics (MD) method we employ is
standard.26,36 Results for two materials are presented: Ar
and Cu. The bombarding clusters always consist of the
same material as the irradiated target, i.e., only the case of
self-bombardment is studied. Only perpendicular incidence
is considered here. The clusters are of spherical shape and
consist of N atoms. For the Ar system, a Lennard-Jones
potential,37,38 and for the Cu system, a many-body potential of
the embedded-atom type,39 have been employed.40 In both
cases, the potentials have been splined to an appropriate
high-energy potential41,42 in order to accurately model close
collisions.

The Cu potential reproduces quite accurately the experi-
mental behavior under shock conditions.43 The Lennard-Jones
potential produces a generic behavior under shock conditions
similar to the one found in experiments for many materials.44,45

The shear moduli of Cu and Ar given by these potentials
are, respectively, 48 and 1.65 GPa,46,47 and agree well with
experimental values. The strength of the resulting crystals
from MD simulations is ∼G/50, as expected from the large
strain rates of the simulations and in agreement with recent
experiments at similar strain rates.48 The melting temperature
of Cu and Ar at zero pressure given by the potentials used here
are 1325 and 84 K.49,50

The bonding properties of the material are represented by
the cohesive energy U , which amounts to U = 3.54 eV in the
case of Cu and 0.082 eV for Ar. The total kinetic energy of the
impacting cluster will be denoted by E. A scaled energy

ε = E/U (1)

may be introduced. For the convenience of the reader, we note
that projectile speed v and specific energy E/N are connected
by

v = 1.74 [km/s] ×
√

E [eV]

N
(2)

for Cu projectiles, while the prefactor reads 2.19 for Ar.
The size of the target system varies between 104 and

approximately 3 × 108 atoms, depending on the total cluster

FIG. 1. (Color online) Top (a) and perspective (b) view of Cu
crater induced by impact of an N = 10 000 atom Cu cluster at energy
50 eV/atom. Snapshots taken at 50 ps after impact. Color scale:
height. Only the top fraction of the sample is shown.

energy E. In order to study the cluster-induced crater sizes and
shapes, the simulations have to be performed for sufficiently
large times so that stable results are obtained; we employed
simulation times up to tend = 100 ps, and occasionally longer.
At the lateral and bottom sides of the simulation target, we
use damped boundary conditions in order to mimic energy
dissipation to the surrounding target material. The Cu target
consists of an fcc crystal with (100) surface. In the case of Ar,
we employ an amorphous target; test simulations showed no
strong systematic differences between results for amorphous
and crystalline targets. Of course, craters produced at lower
energy tend to deviate slightly from hemispherical shape due
to crystallographic effects in Cu, as seen in Fig. 1.

We monitor the size and the shape of the bombardment-
induced crater and verify that crater dimensions reach steady
values at the end of the simulation time. For the large craters
induced by the massive Cu clusters studied here, the following
method has proven to be reliable to obtain crater sizes. The
depth z of the crater is defined as the depression of the
bombarded surface below the original surface at the point
of cluster impact. A top view of the crater displays a rather
circular shape in the original surface plane (cf. Fig. 1). Its
radius is called r . A cross-sectional side view (cf. Fig. 2)
shows that the craters can be well approximated by ellipsoids.
We hence calculate the crater volume as the volume of a
half-ellipsoid with axes r and z. In this paper, crater volumes

FIG. 2. (Color online) Molecular-dynamics view on craters
formed by cluster impact. Only a part of the simulation volumes
is shown. Color differentiates projectile (yellow) and target (blue)
atoms. (a) Crater formed at 30 ps after impact of an Ar1000 cluster
at E = 500 eV, E/NU ∼= 6, on an amorphous Ar target. (b) Cu
crater induced by impact of an N = 10 000 atom Cu cluster at energy
50 eV/atom, E/NU ∼= 14. Snapshot taken at 100 ps after impact.
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TABLE I. Simulation data on cratering induced by equivelocity Cu projectile impact on a Cu target.

N v (km/s) E/U E/NU r (Å) z (Å) r/z V V/N

57 5.47 1.59 × 102 2.79 0.4 0.04 10 8.4 × 10−4 1.5 × 10−5

612 5.47 1.70 × 103 2.79 9.5 1.8 5.3 2.9 × 101 4.7 × 10−2

2809 5.47 7.82 × 103 2.79 34 13.6 2.5 2.79 × 103 9.9 × 10−1

21 032 5.47 5.86 × 104 2.79 85 47 1.8 6.03 × 104 2.9 × 100

258 505 5.47 7.20 × 105 2.79 180 153 1.2 8.80 × 105 3.4 × 100

2 837 310 5.01 6.64 × 106 2.34 398 398 1.0 1.12 × 107 3.9 × 100

will be expressed as the equivalent number of missing target
atoms, which is obtained with the help of the atomic volume
of fcc Cu, � = 11.8 Å3 (and analogously 36.1 Å3 for Ar) as

V =
2
3πr2z

�
. (3)

In the case of the weakly bonded Ar target, the material
swells somewhat, even if no bombardment occurs. This
happens even though we let the amorphized Ar target relax for
160 ps, before starting the simulation. We therefore perform
a reference simulation of length tend and take the resulting
surface as the reference surface with respect to which we
determine the crater volume. Crater depth z and radius r are
determined as in the Cu target.

For small cluster sizes, and in particular for small cluster
energies, the crater shape more strongly deviates from an
ellipsoidal shape, and the method based on Ref. 24 defining
the crater volume has been used in those cases. It consists in
counting the number of the initially occupied lattice sites of
the target, which are unoccupied after cluster impact.

For selected cases, we repeated our simulations with targets
of increasing sizes and find always a similar behavior. Our
results on crater volumes are unaffected within an error margin
of generally ±10%.

In the case of the Ar target, we study cluster sizes N = 13,
100, 1000 for reduced energies ε in the range from 1000 to
12 000. Here, five impacts were used for each cluster size and
impact energy in order to obtain reliable averages. In the case
of Cu clusters, sizes N = 13, 43, 100, 1000, and 10 000 were
simulated. Additionally, a series of simulations with (almost)
equivelocity impacts have been performed for cluster sizes
N = 57 to N ∼= 3 × 106 (cf. Table I).

We note that cluster diameter D and particle number N are
related by

D = 0.28 [nm] × N1/3 (4)

for Cu projectiles, while the prefactor reads 0.41 for Ar. We
note that both when measuring the crater size and shape we do
not distinguish between projectile and target atoms since they
consist of the same material. When studying cases where the
projectile and target consist of different materials, one could
study the shape of the implanted projectile cluster.

III. RESULTS

Figure 2 displays two cluster-induced craters as obtained
from our simulations of a Cu and an Ar target for reduced
energies ε/N ∼= 10. Note the qualitative similarity of the
crater shapes even though the target materials are strongly

different. Also, the craters look similar to those obtained in
other molecular-dynamics simulations24–27 and also to craters
in experiments.10,14

A. Microscopic characteristics and temporal evolution
of cratering

1. Argon

Figure 3 shows the dynamics induced by a 500-eV Ar1000

impact into an amorphous Ar target and the temporal evolution
of the processes occurring in the target. After 3 ps, the
projectile has just penetrated into the target and assumed a
lenslike form; its upper side only sticks out slightly above the
surface. Figures 3(b) and 3(c) display the extreme temperatures
and pressures occurring in the target at a short time, 3 ps, after
impact, when the crater has not yet started to form. Note that
peak pressures are reached just below the impinging projectile
[Fig. 3(b)]; at this time, the maximum temperatures are attained
at the cluster-target interface, while the top of the projectile
is still cold [Fig. 3(c)]. At 3 ps, the maximum pressure
(1.6 GPa) is of the order of the bulk modulus of this material
(2.75 GPa), and approaches the shear modulus (1.65 GPa).47

The maximum temperatures reached (440 K) are considerably
above the critical temperature of this material (150 K). We note
that our temperatures and pressures are local values, averaged
over volumes containing around 50 atoms. Local temperatures
are evaluated in a comoving coordinate system, i.e., they do
not include the flow motion of the material. Pressure includes
both the virial contribution and the kinetic pressure.52

Figures 3(d) and 3(e) display the temporal evolution of the
peak pressure and temperature in the target. Peak temperatures
reach up to about 1000 K and are roughly stable within the
first 3 ps after impact. Concomitantly, strong compressive
pressures of more than 5 GPa are reached, albeit for somewhat
shorter times, up to 2 ps. Note that this energetic phase, where
exceedingly high temperatures and pressures are reached,
lasts only up to around 6 ps; thereafter, these quantities have
reached less extreme values of around 100 MPa and 100 K.
Note the shoulder visible at 8–12 ps both in the pressure
and temperature; only after this time, the target material can
relax from the strong compression and heating imparted by
the projectile momentum, and true target relaxation starts.

In Fig. 3(f), we characterize the compression state of the
material by the strain in the target and projectile material
experienced at the contact point between cluster and target. To
be precise, for the projectile we compare the vertical diameter
s(t) with its initial diameter s(0). For the target we use a
cube of target material immediately under the impact point
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FIG. 3. (Color online) Various characteristics of Ar1000 → Ar impact at an energy of E = 500 eV. The shear modulus and critical temperature
for Ar are 1.65 GPa and 150 K. (a) Snapshot showing penetration of projectile (yellow) into the target (blue) at t = 3 ps. (b) Pressure distribution
in the target (162.5 Å wide) at t = 3 ps after impact. Green denotes zero pressure, while the highest pressure (orange) is compressive at 1.6 GPa.
(c) Temperature distribution at t = 3 ps. The highest temperatures (red) reach 440 K. (d) Time dependence of maximum pressure p in the
target. (e) Same for maximum temperature T . (f) Time dependence of relative deformation s(t)/s(0) in the projectile and the target (see text).
(g) Temporal evolution of crater volume V , total emission yield Y , and target sputter yield Ys . An animation of this event is available as
Supplemental Material.51

of the cluster with side length 14 Å. The data demonstrate a
projectile compression of 30% and a target compression of
50%. The maximum projectile compression occurs at 1.2 ps
after impact and precedes the maximum target compression.
The decrease in strain for the projectile after 3 ps is due to its
disintegration, as explained by Anders et al.53

Figure 3(g) monitors the time evolution of the crater
volume V and of the emission yield Y . The latter quantity is
defined as the number of (projectile or target) atoms which
have been emitted. We can split it up into the sputter yield
Ys of target atoms and the reflection yield Yr of reflected
projectile atoms Y = Ys + Yr . To determine the emission
yield, we first define the “substrate,” which consists of all
(projectile and target) atoms which have contact to the original
target bottom; here, “contact” means that there exists a chain
of atoms which are all bonded to each other in the sense that

they are within the cutoff distance of the interatomic potential.
Technically speaking, this is performed by using the clustering
algorithm of Stoddard.54 All atoms which do not belong to
the substrate are called “emitted.” The emission yield shows a
simple monotonic increase between roughly 5 and 20 ps after
impact, which also characterizes the sputter yield of target
atoms. The total emission yield amounts to 158 atoms, of
which 60 (38%) are reflected projectile atoms. The evolution
of the crater volume is more complex. It reaches a first high
maximum at around 10–12 ps after impact; note that this time
coincides quite well with the shoulder in the temperature and
pressure evolution shown in Figs. 3(d) and 3(e). Between
10 and 20 ps, the crater shrinks due to the rebound of the
target; the strong compression of the target material below
the crater relaxes and partly fills up the crater again. These
oscillations continue until at around 100 ps, the crater volume

235440-4



CRATER FORMATION CAUSED BY NANOPARTICLE . . . PHYSICAL REVIEW B 85, 235440 (2012)

(a) (b) (c)

 0

 50

 100

 150

 200

 250

 300

 0  2  4  6  8  10

p 
(G

P
a)

t (ps)
(d)

 0

 5000

 10000

 15000

 20000

 25000

 30000

 35000

 40000

 0  2  4  6  8  10

T
 (

K
)

t (ps)
(e)

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5

s(
t)

/s
(0

)

t (ps)

Projectile
Target

(f)

 0

 500

 1000

 1500

 2000

 2500

 0  5  10  15  20  25  30
 0

 5

 10

 15

 20

 25

 30

 35

 40

V Y

t (ps)

crater
total yield

target sputter yield

(g)

FIG. 4. (Color online) Various characteristics of Cu1000 → Cu impact at an energy of E = 21.7 keV. The shear modulus and critical
temperature for Cu are 48 GPa and 7830 K. (a) Snapshot showing penetration of projectile (yellow) into the target (blue) t = 0.47 ps.
(b) Pressure distribution in the target (94 Å wide) at t = 0.47 ps after impact. Green denotes zero pressure, while the highest pressure (orange)
is compressive at 200 GPa. (c) Temperature distribution at t = 0.47 ps. The highest temperatures (red) reach 17 000 K. (d) Time dependence
of maximum pressure p in the target. (e) Same for maximum temperature T . (f) Time dependence of relative deformation s(t)/s(0) in the
projectile and the target (see text). (g) Temporal evolution of crater volume V , total emission yield Y , and target sputter yield Ys .

has stabilized. However, already after half this time, ∼50 ps,
the crater volume can be determined within 10% accuracy. We
note that the long duration and the strong nonmonotonicity
of the crater evolution will occur most strongly in a softly
bonded material like the case of Ar studied here.

Aoki et al. studied oscillations in radial crater size,29 which
are associated to crater opening and rim evolution. However,
we are not aware of any previous results on the time evolution
of the crater volume. A comparison of Figs. 3(d) and 3(e)
with Fig. 3(g) shows that crater formation is governed by two
quite distinct time scales: (i) a short time scale of around 3
ps, which rules projectile slowing down, and the formation
of temperature and pressure peaks; (ii) the long time scale
of 100 ps, which governs the crater formation, pressure and
temperature relaxation, sputtering, and material transport at
the crater walls and rims.

We repeated this simulation with targets of increasing sizes
and find always a similar behavior. The position of the first

maximum is connected to the size of the simulation volume,
which points at an incomplete damping of the pressure wave
emitted during cluster impact at the boundaries. However, the
results on crater volumes are unaffected within an error margin
of generally ±10%.

2. Copper

In Fig. 4, we show the analogous events for a Cu1000 →
Cu impact at an energy of E = 21.7 keV. Note that the scaled
energy ε/N = 6.1 has been chosen identical as in the Ar1000

impact of Fig. 3. In order to compare the time scales, we note
that projectile stopping is governed by the time t0 it takes for
the projectile to move a distance equal to its diameter D at the
initial impact velocity v:

t0 = D/v. (5)

This time is t0 = 2.65 ps for the Ar cluster of Fig. 3, but
only 0.35 ps for the Cu cluster of Fig. 4. The pressure and
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temperature snapshots have been taken at roughly this time to
allow comparison. Note how [similar to Fig. 3(a)] the projectile
has just penetrated the surface, and the crater rims are just being
pushed upwards. The form of the projectile is hemispherical in
this case. Note the good qualitative agreement between these
distributions. These are also seen in the finer details, such as
the fact that maximum temperatures occur for both impacts
at the “friction” zone at the cluster’s periphery close to the
target surface; maximum pressures, on the other hand, are
consistently observed immediately below the impactor. For
the Cu target, the temperature profile is anisotropic due to the
crystal anisotropy, but not for the amorphous Ar target.

The temporal evolution of the maximum pressure and tem-
perature closely resemble those of the Ar target, if the scaling
with the time scale t0 [Eq. (5)] is taken into account. Note,
however, that the maximum pressure pmax is considerably
larger in Cu (250 GPa) than in Ar (5 GPa). In both cases, these
values are around twice the respective bulk moduli, 138 for Cu
and 2.75 GPa for Ar. Analogously, the maximum temperatures
are much higher in Cu (>35 000 K) than in Ar (900 K). These
values are more than four times above the critical temperatures
(7830 and 150 K, respectively).55,56 The relative deformations
of both projectile and target show reasonable agreement. The
projectile can be deformed to 60% of its original value (in the
vertical direction) for Cu, and 70% for Ar. Since, however,
the maximum deformation occurs roughly on the time scale
of t0 [Eq. (5)], and these differ by an order of magnitude, the
maximum strain rates experienced are by a factor of around
10 different for the two materials. As discussed in detail in
Ref. 53, the maximum strain rate η follow a law η ∝ v, with a
proportionality factor, which is only mildly dependent on the
material (Ar or Cu), but depends like N−1/3 on the cluster size.

The volume of the excavated crater assumes similar size,
V ∼= 600–1100, and also its temporal dependence is similar.
Crater excavation starts at times >t0; after reaching a high
maximum, the crater apparently swings back due to the
rebound of the compressed material below, until it saturates
at around 100 ps (Ar) and 25 ps (Cu). We call this the crater
formation time tc. In units of t0, it is thus tc = 38t0 (Ar) and
tc = 71t0 (Cu).

The emission yield forms the only quantity where strong
differences between the two systems are observed. For Ar,
158 atoms are emitted, roughly 15% of the crater volume
(V = 1072); for Cu, in contrast, only 38 atoms are emitted,
6% of the crater volume (V = 605). Of these, 22 (58%) are
reflected projectile atoms. This difference points at the fact
that, in contrast to crater formation, sputtering is due to two
different mechanisms: while gas flow contributes strongly in
the sputtering of Ar,57,58 for Cu the crater is excavated mainly
by melt flow; these differences will be discussed in detail
elsewhere. We note that in Ar we observed mostly sputtered
monomers, and dimers contribute to less than 10%, while in Cu
the number of dimers and larger emitted clusters is substantial,
exceeding 50%.

B. Energy dependence of crater volumes

Figure 5 summarizes the energy dependence of the crater
volumes induced by the smaller clusters simulated by us.
Evidently the crater volumes for the two widely different
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FIG. 5. (Color online) Crater volume V versus scaled energy ε =
E/U for (a) ArN and (b) CuN clusters. Lines are linear fits [Eq. (6)].
The slopes, the cratering efficiencies are a = 0.28 (0.31, 0.325) for
Ar clusters of size N = 13 (100, 1000) and a = 0.42 (0.46, 0.56) for
Cu clusters.

materials, Ar and Cu, coincide rather well when the impact
energy is scaled to the target cohesive energy ε = E/U . The
data are, to a good first approximation, well described by a
linear law

V = a(ε − εc), ε > εc (6)

where the cratering efficiency a ∼= 0.3, and εc is a threshold,
which increases from εc = 1040 (N = 13) over εc = 1240
(N = 100) to 2680 (N = 1000) with the cluster size N . For
Cu, it is a ∼= 0.4–0.45, while the thresholds increase from 1300
over 3400 to 4400 for these sizes. For both targets, this increase
follows a rough N1/4 dependence (cf. Fig. 7 and the discussion
in Sec. III C below). Aside from the threshold behavior and
the roughly linear scaling, we note that craters in Cu tend to be
somewhat larger than craters in Ar; we assume that this is due
to the importance of the liquid phase in the metallic equation
of state, which allows for effective mass transport (melt flow)
out of the crater volume, thus widening them slightly more
than in the case of Ar craters.

235440-6



CRATER FORMATION CAUSED BY NANOPARTICLE . . . PHYSICAL REVIEW B 85, 235440 (2012)

We rationalize the simple law [Eq. (6)] in which only one
materials parameter, the cohesive energy U , describes the
physics, as follows. Stopping proceeds rather quickly, on a
time scale t0 [Eq. (5)]. At this time, virtually all the cluster
energy E is available close to the target surface for crater
formation. The available energy can then be used for bond
breaking in the target and hence atomize the material in the
energized region, which is to become the crater volume. In
agreement with the fact that only energies enter into the crater
volume formula [Eq. (6)], arguments based on pressure and
momentum play a minor role in the process.

We note that instead of the cohesive energy, one might
as well introduce the critical temperature Tc of the liquid-
gas transition into Eq. (6) if one wants to emphasize the
thermophysical nature of the processes leading to crater
formation. In fact, when temperatures T > Tc are reached,
the target material is completely gasified and free to flow out
of the energized volume. However, kTc and U are roughly
proportional to each other, kTc = αU , where α ∼= 0.15 for a
Lennard-Jones material like Ar, and α = 0.16 for Cu.

(a)

(b)

FIG. 6. (Color online) Crater aspect ratio r/z versus scaled
energies ε = E/U . (a) Cu data. Equivelocity data (E/NU ∼ 3) (see
Table I). (b) Ar data.

C. Crater shape

Figure 6 shows the aspect ratio r/z of the craters obtained
in our simulations as a function of projectile energy and
size. It is observed that, at low energies, craters are shallow,
while they become hemispherical with increasing energy. The
energy when hemisphericity is reached will be denoted by
Ehemi in the following. This threshold energy Ehemi increases
with increasing cluster size. Figure 7 analyzes this dependence
quantitatively. Both for Ar and Cu clusters investigated, N �
1000, it is Ehemi ∝ N1/4. In Fig. 7, we include for comparison
also the threshold energy Eth [which is identical to Uεc in
Eq. (6)], below which no crater is formed. It is seen that Ehemi

is about a factor of 5 larger then Ehemi; that is, craters assume
a hemispherical shape as soon as the impact energy is barely
one order of magnitude above threshold to crater formation
Eth.

The aspect ratios of the craters induced by the larger,
equivelocity Cu clusters (Table I) have been included in
Fig. 7. Since here E/NU ∼= const, the data increase in
their energy E only because of increasing size N . Note that
the second and third data points, with N = 612 and 2809,
respectively (cf. Table I), agree nicely with our other results
of Cu1000 impacts. For larger impact energy, and cluster size,
the craters develop an increasingly hemispherical form. This
is not in contradiction with our finding that Ehemi increases
with cluster size N : since this increase is slow, ∝N1/4, the
energy per projectile atom Ehemi/N ∝ N−3/4 decreases with
cluster size. At the same velocity, large clusters will excavate
more hemispherically shaped craters, while small craters form
shallow craters.

Crater shapes appear to have been measured experimentally,
for mm-sized projectiles only; no data for μm-sized projectiles
are known to us. In the latter case, usually only the crater radius
is measured.10,13,21,22 Murr et al.4 discuss a wider variety of
experimental data for mm-sized impactors; they investigate
craters formed by Al, glass, and steel impactors in Al and Cu.
In the hypervelocity regime, they find nearly hemispherical
craters, both in experiment and in accompanying hydrocode

1000

10000

100000

10 100 1000

E
/U

N

Eth: Cu
Ar

Ehemi: Cu
Ar

FIG. 7. (Color online) Dependence of threshold energies Eth and
Ehemi on cluster size N . Eth: threshold for crater formation. Ehemi:
threshold to hemispherical shape. Data for Cu13 and Cu43 clusters
taken from Ref. 24. Lines show an N 1/4 dependence (see text).
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simulations. They demonstrate that deviations from hemi-
sphericity are linearly connected to

√
ρp/ρt , where ρp,t is

the mass density of the projectile and target, respectively. In
his early study of iron impacts in a variety of metal targets,
Rudolph11 reports that in most target metals studied, with
increasing projectile velocity craters become hemispherical;
an exception is made by Al and Be targets, in which craters
are deep, r/z ∼= 0.25. Bernhard and Hörz7 study cratering by
3.2-mm soda-lime glass impactors in Al; at high velocities,
they find slightly deep craters, r/z ∼= 0.86.

D. Correlation between emission yield and crater volume

While the crater is excavated, part of the crater material is
sputtered. Figure 8 shows the correlation between emission
yields Y and crater volumes V for Cu and Ar cluster impacts.
We can roughly fit to a power law as

V = βY b. (7)

 10

 100

 1000

 10000

 10  100  1000

cr
at

er
 v

ol
um

e 
V

yield Y

Ar
N = 100

N = 1000

(a)

 1

 10

 100

 1000

 10000

 100000

 1  10  100  1000  10000

cr
at

er
 v

ol
um

e 
V

yield Y

Cu
n = 100

n = 1000

(b)

FIG. 8. (Color online) Correlation of emission yield Y with crater
volume V for Ar (a) and Cu clusters (b). Lines showing correlation
[Eq. (7)] to guide the eye.

For Ar craters, b ∼= 1 (a least-squares fit to the data gives
b = 1.01 ± 0.02 for Ar100 and b = 1.03 ± 0.06 for Ar1000),
and thus crater volumes and emission yields increase propor-
tionally to each other with increasing cluster impact energy.
Hence, for these targets, experimentally measured emission
yields can be directly used to infer crater volumes (apart from
a proportionality factor of ∼4), and vice versa. We note that
an analogous correlation holds for the sputter yield of target
atoms; here, the exponents read as b = 0.98 ± 0.02 for Ar100

and b = 0.94 ± 0.05 for Ar1000.
For Cu, the correlation between crater volumes and

emission yields shows more scatter. A fit to Eq. (7) shows
that the data follow a sublinear relationship with b ∼= 0.8
(b = 0.83 ± 0.07 for Cu100 and b = 0.76 ± 0.17 for Cu1000).
Again, a restriction of the yield to the proper sputter yield of
target atoms leads only to a small modification.

A simple proportionality, b = 1 in Eq. (7), indicates that
sputtering contributes always in a similar fraction to crater
excavation, in other words that the cratering mechanism does
not depend on projectile energy (and cluster size). Other
mechanisms (besides sputtering) which may contribute to
crater excavation are the formation of the crater rim (see
Figs. 1 and 2) and the compression of target material below
the impactor. A superlinear behavior of V with Y (b > 1),
as it is weakly seen for the highest impact energies for Ar
impacts, indicates that for large projectile energies, sputtering
contributes less to cratering. In the case of the weak Ar target,
we assume that the high pressure induced by the projectile
will dislocate atoms from the energized volume into the crater
walls and the target inner; this compression will contribute to
increasing V while leaving Y unchanged. A sublinear behavior
(b < 1), as it is clearly observed for Cu impacts, indicates
that slow projectiles form their craters with a relatively small
contribution of sputtering. For metals, melt flow onto the
surface is an important mechanism for crater formation, which
proceeds without sputtering.

We assemble in Fig. 9 the ratio V/Y as a function of
cluster size N . This plot shows the trends discussed above
for the contribution of sputtering to crater formation. For Cu,
sputtering contributes more to crater excavation than for Ar,
in particular, for the larger cluster sizes. While for Cu we see

 1

 10

 100

 10  100  1000  10000

V
/Y

N

Ar
Cu

FIG. 9. (Color online) Ratio of crater volume V to emission yield
Y as a function of cluster size N . Lines are to guide the eye.

235440-8



CRATER FORMATION CAUSED BY NANOPARTICLE . . . PHYSICAL REVIEW B 85, 235440 (2012)

only a mild dependence of V/Y with cluster size N , this ratio
increases more strongly (like N0.24) for Ar, indicating that for
large Ar clusters, less than 10% of the excavated crater volume
has been sputtered, while it is 30% for Ar13 impacts.

IV. DISCUSSION: EXTENSION TO LARGER PROJECTILE
SIZES

A. Energy dependence of crater volumes: Big projectiles

It is excluded from a computational point of view to
extend crater-formation simulation using molecular dynamics
beyond a few tens nm projectile size. Indeed, the largest
such simulation published up to now used a D = 55 nm Cu
projectile containing N = 7 × 106 atoms.35 It is appropriate to
compare our small-cluster cratering data in proportion to the
bigger Cu cluster data simulated by us (Table I), and to exper-
imentally available data. Such a comparison has been recently
published,35 with emphasis on the emergence of plastic flow
for larger impactors. In the context of the present discussion,
it is worthwhile to briefly summarize the main findings.

In the compilation Fig. 10(a), the experimental data
have been taken from experiments with hypervelocity
(0.8–23 km/s) metal particle impact on Cu. Both μm- and
mm-sized projectiles have been included. References 4 and 14
report both crater depth and radius data for 3.18-mm-sized Fe
and Al projectiles (v ∼= 1–6 km/s) impacting into Cu and allow
for reliable crater volume determination via a half-ellipsoid
approximation. References 21 and 22 present data of μm-sized
Fe projectiles into a Cu target (v ∼= 5–25 km/s); here, only
the crater diameter has been measured by secondary electron
micrography; we determine the crater volumes by assuming
a half-sphere geometry. These data are based on a reanalysis
of previously published results. Note that these data show
a dependence which is proportional to projectile velocity
rather than to projectile energy. The data and their sources
are summarized in Table II.

In Fig. 10, both the energies and the crater volumes plotted
extend over more than 17 orders of magnitude. Lines following
a linear law

V = aε (8)

i.e., ignoring the threshold effect, have been included to guide
the eye. As above, we call a the cratering efficiency. Three
lines, one for the small cluster simulational data (Fig. 5)
with a = 0.28, another for the μm-sized data (a = 5.0),
and the third for mm-sized projectiles (a = 23). Evidently,
a linear law describes the evolution of crater sizes with
energy in a zeroth approximation quite well. However, the
increase of the prefactor a demonstrates that large (high-
energy) clusters make more efficient use of their energy for
creating craters. Note that our simulational data with bigger Cu
clusters coincide well with our previous results with smaller
Cu clusters, as long as a crater is produced (V > 1). With
increasing energy, they are more effective in crater production
than the smaller clusters and exceed the estimate, Eq. (8), by
a factor of 10 for the largest cluster. Thus, our big simulated
cluster impacts bridge the gap between the nanoscopic craters
of Fig. 5 and the micro- and macroscopic craters observed in
experiment.
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FIG. 10. (Color online) Synopsis of experimental and simula-
tional data of crater volumes V vs scaled energies ε = E/U (a) and
of reduced volumes V/N vs reduced scaled energies ε = E/UN ,
(b) Legend indicates projectiles. Ar clusters (simulation results)
impact onto an Ar target, while all other data are on cratering
of a Cu target. The data by Aderjan et al. (Ref. 24) and of Cu
cluster impact (cf. Table I) are simulation results. The remaining data
are experimental results obtained by Murr et al. (Ref. 4), Wingate
et al. (Ref. 20), Davidson et al. (Ref. 21), and Rudolph (Ref. 11)
(cf. Table II). Lines indicate a linear relationship, Eq. (8), and have
been fitted to the data of mm-sized projectiles (by Murr et al. and
Wingate), to the data of μm-sized projectiles (Davidson et al.), and to
the Ar100 data, respectively. Lines in figures (a) and (b) are identical.
Data partly taken from Ref. 35.

We note that it is possible to fit a law V = aεγ , through
the set of data displayed between ε = 103 and 1021, where
γ = 1.1. However, we see no physical justification for such
a purely empirical fit, and rather want to introduce the idea
that cluster size N becomes an important second parameter to
describe the cratering data.

Figure 10(b) shows the same data reduced to the number
N of projectiles. Here, we also include experimental data by
Rudolph11 of μm-sized Fe projectiles impacting Cu (v ∼=
0.5−5 km/s); since here no absolute energies and crater
volumes are available, these data could not be incorporated
into Fig. 10(a). Note that due to the considerable scatter in
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TABLE II. Cratering data of selected experiments on Cu targets bombarded by μm- and mm-sized metal projectiles. Data not presented in
Ref. 11 are indicated by a dash (–). Data partly taken from Ref. 35.

Projectile N v (km/s) E/U E/NU V V/N Ref.

Cu 4.8 × 1021 6.0 1.6 × 1022 3.3 4.1 × 1023 85.39 20
Al 1.0 × 1021 1.08 4.7 × 1019 0.05 7.8 × 1020 0.77 14

2.07 1.7 × 1020 0.17 2.6 × 1021 2.52
2.64 2.8 × 1020 0.28 4.0 × 1021 3.95
3.40 4.6 × 1020 0.46 7.7 × 1021 7.60
4.40 7.7 × 1020 0.76 1.3 × 1022 13.29
6.01 1.5 × 1021 1.43 1.4 × 1022 13.71

Fe 1.42 × 1021 0.78 7.1 × 1019 0.05 2.6 × 1021 1.86 4
1.96 4.5 × 1020 0.31 1.8 × 1022 12.34
5.12 3.1 × 1021 2.15 3.7 × 1022 26.12

Fe 1.63 × 1010 5.77 4.43 × 1010 2.72 3.84 × 1011 23.7 21
2.60 × 109 8.01 1.36 × 1010 5.24 7.62 × 1010 29.5
4.05 × 109 10.39 3.57 × 1010 8.82 1.83 × 1011 45.5
2.15 × 1010 12.17 2.60 × 1011 12.09 1.41 × 1012 65.8
9.46 × 109 14.24 1.57 × 1011 16.57 8.63 × 1011 91.6
5.78 × 109 16.03 1.21 × 1011 21.00 4.62 × 1011 80.5
3.93 × 109 17.88 1.03 × 1011 26.13 3.57 × 1011 91.1
2.65 × 109 19.63 8.34 × 1010 31.48 2.99 × 1011 113.4
1.27 × 109 21.81 4.92 × 1010 38.86 1.39 × 1011 110.6
9.89 × 108 23.04 4.29 × 1010 43.37 1.04 × 1011 105.9

Fe – 1.08 – 0.0033 – 1.75 11
– 2.04 – 0.26 – 2.14
– 3.71 – 0.89 – 12.8
– 5.30 – 1.44 – 19.7
– 5.09 – 1.37 – 20.5
– 7.00 – 1.96 – 49.2

Comet 8.83 × 1013 6.1 1.21 × 1014 1.37 2.66 × 1015 30.09 59
6.83 × 1013 8.64 × 1013 1.27 2.03 × 1015 29.67
7.86 × 1013 1.11 × 1014 1.41 2.37 × 1015 30.10
1.96 × 1014 2.83 × 1014 1.45 4.46 × 1015 22.76
9.68 × 1013 1.45 × 1014 1.50 2.96 × 1015 30.55

Glass 1.05 × 1015 6.02 1.20 × 1015 1.14 1.69 × 1016 16.06 60
Glass 3.69 × 1013 5.93 4.11 × 1013 1.11 4.58 × 1014 12.40 61

3.69 × 1013 6.06 4.29 × 1013 1.16 9.95 × 1014 26.93
4.06 × 1014 5.97 4.57 × 1014 1.13 4.09 × 1015 10.08
4.06 × 1014 5.92 4.49 × 1014 1.11 6.50 × 1015 16.03
4.06 × 1014 6.12 4.80 × 1014 1.18 4.05 × 1015 10.00
1.62 × 1015 6.05 1.88 × 1015 1.16 2.19 × 1016 13.52
1.62 × 1015 6.21 1.98 × 1015 1.22 3.91 × 1016 24.12
2.93 × 1015 6.09 3.44 × 1015 1.17 4.69 × 1016 15.97
4.64 × 1015 6.03 5.34 × 1015 1.15 8.97 × 1016 19.32
1.02 × 1016 6.05 1.18 × 1016 1.16 1.62 × 1017 15.87
2.31 × 1016 6.22 2.83 × 1016 1.22 3.63 × 1017 15.71
2.31 × 1016 5.96 2.60 × 1016 1.12 4.29 × 1017 18.57

these data, they have not been used for the fitting; if included,
the cratering efficiency would have risen to a = 11 ± 10, while
in the other cases the uncertainty in a is only of the order of
±10%. Several effects are noteworthy:

(i) The nanoscopic crater data obtained by simulation (see
Fig. 5) assemble quite well on one line. Due to the threshold
effect, for each fixed cluster size, the data deviate from the line
at the low-energy end of the fit line.

(ii) Both the experimental data for μm- and mm-sized
projectiles align well on linear fit lines [Eq. (8)]. The μm-sized
data show a larger scatter than the other data sets.

(iii) The mm-sized data have a higher cratering efficiency
than the μm-sized (and the simulational) data.

(iv) The threshold energy Eth is not particularly sensitive on
the projectile size N . As a consequence, small cluster need high
specific energies ε/N to reach the linear law, while for large
clusters, the linear law extends down to small values of ε/N .
As a consequence, the threshold effect becomes unobservable
for large projectile impact and hence the experimental data.

(v) We performed simulations for Ar projectiles of fixed
specific energy ε/N = 12 and varying size (N = 13–104).
Here, the small clusters are close to the threshold energy (with
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correspondingly reduced crater volumes), while the specific
crater volume V/N for large clusters (N � 100) has saturated.

(vi) A further set of simulations has been performed for
equivelocity Cu clusters impinging on Cu (Table I). Again,
large clusters create larger specific volumes V/N , which is
explained by the same threshold effect as the item above.
Indeed, for the largest impacts, V/N appears to saturate. But,
note that the saturation value is considerably above the fit line,
Eq. (6), describing the other simulational data. Indeed, these
simulational data approach the data and the line describing
μm-sized projectiles.

B. Cratering times

A suitable time scale for the time tc it takes to form a
crater is provided by the time t0 for the projectile to move a
distance equal to its diameter D at the initial impact velocity
v [Eq. (5)]. In fact, recent simulation results show that the
maximum stopping and deformation of impacting Cu clusters
occurs roughly at ∼0.5t0.53

The actual time for crater formation is more than one
order of magnitude longer due to (i) the slowing down of
the projectile, (ii) the time the excavation process takes, and
(iii) the time needed for the final settling of the crater volume.
In fact, in Sec. III A we found that for the special case
of clusters containing N = 1000 atoms and impacting at a
specific energy of ε/N = 6.1 that tc = 38t0 (Ar) and tc = 71t0
(Cu).

For macroscopic craters, this time may be even longer.
Walsh et al.62 estimate the crater formation time as

tc = wt0, (9)

where the factor w is given by

w = 3.87

(
ρv2

Y

)0.282

. (10)

This assumes that plastic flow is relevant for crater formation
for a material of yield strength Y and density ρ.

Evolution of cratering time tc with projectile size N is,
therefore, mainly due to the N1/3 dependence of t0. There is a
slight contribution due to Y , because Y depends on the strain
rate η,48 and η depends on N1/3 as discussed in Ref. 34.

Let us specialize on Cu impacts on a Cu target (density ρ =
8.94 × 103 kg/m3) with a velocity v = 5 km/s. If we use the
typical yield strength of single-crystalline Cu, Y ∼ 0.1 GPa,
we obtain a factor w0.1 = 34. However, for nanoimpactors one
should use the yield strength of single-crystalline Cu at high
strain rates, which is Y ∼ 1 GPa;48 then w1 = 18.

In a recent publication,35 data were presented for crater
formation induced by a D = 20 nm impactor at v = 5 km/s
(t0 = 4 ps) into a Cu target. The MD cratering time amounted
to tc ∼ 20 ps. For this impact, certainly the high-strain-rate
value w1 = 18 needs to be used, such that Eq. (9) predicts
with t0 = 4 ps, tc = 72 ps, which is a factor 3.6 larger
than the MD result. Considering all the simplifications used
in the macroscopic estimate equation (9), this is a good
estimate for the times observed in MD. Walsh et al. [Eq. (9)]
overestimate the nanoscopic cratering time because plastic
flow is slower than liquid flow and sputtering/evaporation,
which also contribute for nanoclusters.

As projectile size increases beyond the nanoscale, cratering
times become longer, matching Eq. (9), due to the increasing
contribution of plastic flow. Plastic flow becomes possible as
soon as dislocations are generated in the target; these start
moving due to the stress gradients existing after projectile
impact and transport matter away from the impact zone.
However, we note that, for projectile sizes below a few nm,
plastic flow is no longer meaningful to define cratering times
as assumed in Eq. (9) because the projectile disintegrates in
∼0.5t0, which would be shorter than typical phonon periods
(∼1 ps), and there is no contribution from dislocation activity.

Dislocation densities can readily be detected from
molecular-dynamics simulations. These densities can be di-
rectly related to experimental hardness measurements below
an impact crater. An example of such a comparison was
presented in the Supplemental Material of Ref. 35.

C. Strain rate

We have recently published results53 on the strain rates
occurring for nanometer-sized cluster impacts. They can be
summarized as follows. Strain rate η depends on projectile
size as η = 0.5/t0, where t0 is given above [Eq. (5)]. This
result corresponds to strain rates of the order η = 105 s−1

for cm-sized projectiles, which agrees with continuum level
simulations and models. However, the resulting large increase
of several orders of magnitude in strain rate as one goes
from macroscopic to nanoscopic impacts would only increase
yield strength by one order of magnitude, and this is not
enough to explain discrepancies in crater size, as shown by
previous hydrocode simulations4,14 and discussed in the main
text. In summary, we argue that the value η = 0.5/t0 gives a
satisfactory approximation for the strain rates occurring under
cluster impact.

D. Ductile versus brittle behavior

In this work, we find that crater formation by cluster impact
proceeds in an astonishingly similar way for metallic (Cu)
and van der Waals–bonded targets (Ar). These two materials
may be considered as prototypical for ductile and brittle
materials, respectively. Indeed, for decades, simulations of
brittle and ductile solids have been carried out using respec-
tively Lennard-Jones (LJ) and embedded atom method (EAM)
interaction potentials.63–65 Continuing with that tradition, we
recently presented a study on both LJ Ar and EAM Cu,
focusing on smaller clusters, showing similar behavior in the
stopping and strain rates produced by such impacts.53 For
larger projectiles, brittle solids might fragment more readily,
especially in the presence of pre-existing defects.

Brittle fracture will facilitate the removal of large chunks
of materials at a low energetic cost. On the other hand, plastic
flow will be likely reduced due to large strength and low
dislocation mobilities in such materials. Melt flow will also
be reduced due to the large melting temperature of brittle
materials, which are usually refractory. As a result, cratering
efficiency is not affected for nanoscale projectiles significantly
compared to ductile materials, and it might not be affected at
larger projectile dimensions, and similar scaling issues going
from nano to macro would be expected.
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FIG. 11. (Color online) Snapshots of a cratering simulation for
a target with a crack. Only defective (non-fcc) atoms filtered with
a centrosymmetry parameter (Ref. 67) are shown for one half of
the sample. (a) Initial configuration, showing surfaces and the crack
below the impact point. (b) Crater 27 ps after impact, showing
a layer of molten material and a thick region with an immense
dislocation density, which destroys any evidence of the crack. Color
scale indicates depth.

Recently, cratering simulations were performed on silica.30

Impact by 20–40 km/s Ar clusters containing ∼105 atoms
on thin films led to sizable cratering accompanied by fracture
below the impact point.66

Cratering efficiency a in the macro regime will be strongly
affected by pre-existing microstructure of the sample, such
as dislocation sources, grain boundaries, cracks, etc., all of
which might increase a, by easing plastic flow and the ejection
of large fragments without the need to break bonds, as in brittle
fracture mentioned above.

In an attempt to investigate whether cratering of ductile ma-
terials is affected by pre-existing damage inside the material,
we proceeded as follows. We performed cratering simulations
as described before, using the Cu potential developed by
Mishin.40 Target size was 100 × 100 × 100 fcc cells, with
Langevin damping at the sides and bottom surfaces. Projectile
had 5 nm radius and 5 km/s impact velocity. We used a
variable time-step scheme to guarantee energy conservation.
A thin nanocrack was introduced in the target to study if the
collapse of the crack might increase crater volume. The crack
was created by removing atoms from a prismatic box, sized
4 × 4 × 1.1 nm3, at a depth of 12 nm below the impact point, as
can be seen in Fig. 11(a). Such nanocracks could be produced
by a number of reasons, including accumulation of radiation
damage, pre-existing mechanical deformation, etc. The target
with the crack was relaxed before the impact. Figure 11(b)
shows that 27 ps after impact the crack has been obliterated
by plastic flow. Additional simulations (not shown here) show
that cracks positioned higher are destroyed by the molten flow.
The crater volume, approximated by an ellipsoid, is actually
∼6% smaller for the case with the crack than for the same
target without a crack. Variations in crater volume smaller
than 10% can not be considered statistically significant in our
simulations. We can therefore conclude that nano-sized defects
might not play a critical role in crater volume in ductile solids.
However, the situation might be different in brittle materials.
As mentioned above, silica shows fracture under impact,66

and thus pre-existing cracks might help projectile penetration
in brittle solids.

V. CONCLUSIONS

Using molecular-dynamics simulation, we study the crater
volumes induced by hypervelocity impacts (v = 3–100 km/s)
of projectiles containing up to N = 106 atoms. We find the
following:

(i) Above a threshold Eth, the crater volume V increases
linearly with the total cluster energy E. Thus, it is not the
velocity nor the size of the cluster alone which determine the
crater volume, but rather a single parameter E.

(ii) The crater volume is, to a good approximation, in-
dependent of the target material if the impact energy E is
scaled to the target cohesive energy U . This conclusion is
based on self-bombardment of a van der Waals–bonded and
a metallic material; it needs further confirmation for other
materials.

(iii) The threshold energy increases slowly, like N1/4, with
cluster size N .

(iv) At threshold, craters are shallow. They become hemi-
spheric at energies ∼5Eth.

(v) Part of the material excavated from the crater is sput-
tered. This fraction decreases with cluster size N . Relatively
less material is sputtered from an Ar target than from a Cu
target.

(vi) Simulations with larger projectiles (up to N = 106)
show a systematic deviation from the conclusion (i) above:
the crater volume increases slightly more than linearly with
cluster energy E.
(vii) This finding is in agreement with available experimental

data on cratering by μm- and mm-sized projectiles, which
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exhibit a higher cratering efficiency. Quantitatively, the crater-
ing efficiency a rises from a = 0.29 for nm-sized projectiles,
over a = 5.0 for μm-sized data (experiment), to a value of
a = 23 for mm-sized projectiles.
(viii) Simulations on predamaged samples containing nanoc-
racks show that these pre-existing defects play only a negligi-
ble role for crater formation and size in metals.

Part of these conclusions [(i), (ii), (vi), and (vii)] have
already been drawn, using a less systematic basis of MD

simulations, in previous work,34,35 but are corroborated by
the present, more extended set of simulations.
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