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First-principles calculation of the electron-phonon interaction in semiconductor nanoclusters

Peng Han and Gabriel Bester*

Max-Planck-Institut für Festkörperforschung, Heisenbergstraße 1, D-70569 Stuttgart, Germany
(Received 10 April 2012; published 8 June 2012)

We present a first-principles density functional theory approach to study the electron-phonon coupling of
semiconductor nanoclusters using the self-consistent change of the potential caused by a frozen-phonon distortion
of the lattice. This approach has been examined by comparing the results with ab initio linear-response calculation
and allows us to study the electron-phonon coupling of nanoclusters with radii up to 16 Å (around 1000 atoms) at
the level of density functional perturbation theory. We further study the electronic relaxation processes between
discrete electronic states of silicon nanoclusters through coupling to the lattice and compare our results with
experiments. An increase of electron-phonon coupling strength with decreasing cluster size is obtained from
our calculation. We also find that the absorption and emission of vibrons leads to an ultrafast (femtosecond)
oscillation in the occupation probability of the excited electronic state given by the electron-phonon coupling.
The envelope function of the occupation probability decays exponentially due to the phonon lifetime (around
picosecond) and potentially the electron trapping (around picosecond) of surface states.
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I. INTRODUCTION

Colloidal semiconductor nanoclusters (NCs) or quantum
dots have attracted considerable attention in optoelectronics,
spintronics, photovoltaic, and biolabeling due to their size-
tunable electronic and optical properties.1–9 The modification
of the electronic and optical properties induced by changes
in their size or morphology are rather well understood theo-
retically and controlled experimentally. One open problem in
nanostructure science is the effects of temperature on the elec-
tronic and optical properties. This topic is important for real
world applications where temperature broadening, relaxation
of charge carriers, and loss of quantum coherence3,7,10,11 are
often limiting factors. In order to address temperature effects,
where vibrations are naturally involved, a solid understanding
of the electron-phonon (e-ph) interaction in NCs is decisively
required. Strictly speaking, the concept of phonon is only
defined for bulk systems, and is no longer well defined in
quantum dots with three-dimensional (3D) confinement. The
phonons from the bulk with their well-studied dispersions
collapse into discrete vibrational states, or called vibrons in
NCs.12

The e-ph interaction has been the subject of theoretical
investigation since the middle of the last century.13 Following
the pioneering investigations of phenomenological deforma-
tion potentials, piezoelectric potentials, and Fröhlich inter-
actions on the base of continuum models,13,14 the atomistic
methods such as the frozen-phonon approach15–19, ab initio
density functional perturbation theory (DFPT),20–25 and Born-
Oppenheimer molecular dynamics (BOMD)26,27 have been
proposed to study the e-ph interaction. Among these methods,
ab initio DFPT calculations represent the state-of-the-art
and provide accurate e-ph coupling information. BOMD
simulations, which monitor the change in the electronic levels
under the influence of vibrations, can in principle describe
the e-ph interaction beyond the harmonic approximation.
However, both of these accurate first-principles methods are
currently only possible for bulk and very small NCs due to the
high computational demand.

In contrast to DFPT, where the change of potential is treated
as the linear response of the charge density to the atomic
displacement, the frozen-phonon approach is a direct method
for the calculation of e-ph coupling. In this approach, the
perturbation of specific phonon modes on the electronic states
are handled through a frozen atomic displacement pattern.15–17

The frozen-phonon approach was initially proposed as a
method for the calculation of bulk phonon frequencies.28,29

In this approach, the total energy of a system is obtained
for a specific atomic displacement pattern according to the
phonon eigenmode. The phonon frequency is then calculated
from energy difference between the system with and without
the atomic displacement. In this approach, the computation of
long wavelength bulk phonon frequencies is limited by the
size of the cell. Since the DFPT linear-response approach
provides accurate results of the phonon eigenmode with
low computational demand,30 the frozen-phonon method is
rarely applied to calculate the phonon frequency now. With
the development of first-principles calculation, the frozen-
phonon approach was extended to self-consistent calculations
of the e-ph interaction in bulk.15–17 In these calculations,
the change of potential caused by a phonon is computed
self-consistently from two structures, the perfect crystal and
the crystal with a frozen phonon.15 Thereafter, the calculations
were performed using empirical pseudopotentials,31,32 rigid-
muffin-tin approximations,33 and ab initio density functional
theory (DFT)16,19 along with phonon modes obtained from
empirical valence force field models or first-principle linear
response computations.

Despite the great success of the frozen-phonon approaches
for the e-ph coupling in bulk, alloys, and graphene,15–17,19,32

these methods have not been applied to study the e-ph coupling
in colloidal semiconductor NCs. In this work, we extend the
ab initio frozen-phonon approach to the computation of e-ph
interaction in colloidal NCs. In the calculations discussed
here, the electronic states and the potential perturbed through
the vibrations are self-consistently calculated using ab initio
DFT,34 and the vibrational eigenmodes are obtained from DFT
computation implemented with a finite-difference approach.35
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A good agreement between the e-ph interaction matrix
elements of small NC calculated using DFPT linear response
and our frozen-phonon method confirms the applicability of
the present approach. Moreover, our calculated e-ph transitions
obey selection rules strictly. Furthermore, we extend the
calculations for the e-ph interaction to silicon NCs with
up to 1000 atoms and analyze the phonon-induced carrier
relaxation based on the Wigner-Weisskopf approach. We also
compare the intraband relaxation rate of silicon NC from
our calculations to the experiments. We find the following:
(i) The frozen-phonon approach can provide the e-ph interac-
tion matrix elements of semiconductor NCs with up to one-
thousand atoms at the DFPT linear-response level. (ii) The e-ph
coupling strength is found to decrease with increasing cluster
size. (iii) There is a decaying Rabi-like oscillation between the
lowest unoccupied molecular orbit (LUMO) and the second
conduction states of NC with emission and absorption of a
phonon. (iv) The calculated intraband relaxation rate of silicon
NCs is comparable to the experimental result, and this decay
rate is determined by the phonon lifetime and the electron
trapping time of NC surface states.

II. THEORETICAL METHOD

A. Electron-phonon interaction

Within the Born-Oppenheimer approximation, the many-
body Hamiltonian of the NC is decomposed into an electronic
part, an ionic part, and the coupling of the electron system
with the lattice vibrations. The first two parts deal with
the motions of electrons and ions separately while the third
part describes the electron-phonon interaction. The e-ph
interaction Hamiltonian can be expressed as a Taylor series
expansion of the electronic potential:14

�V ν(r,R) =
∑

I

∂V

∂ RI

· uν
I , (1)

where V is the electronic potential and RI denotes the nuclear
position of atom I . The displacement vector uν

I , which belongs
to atom I and the vibrational eigenmode ν, can be written in
terms of the normal coordinates Qν ,13

uν
I = 1√

MI

Qν Xν
I , (2)

with the occupation number representation,

Qν =
√

h̄

2ων
(a†

ν + aν),

where MI is the mass of atom I , h̄ is the reduced Planck
constant, ων is the frequency of the vibrational mode ν,
Xν

I are the three components of the vibrational eigenmode
belonging to atom I , and a†

ν and aν denote the creation and the
annihilation operators of the ν-mode phonon.

According to Eqs. (1) and (2), the e-ph coupling matrix
elements for the transition from the initial state |ψn,0〉 to the
finial state |ψm,1ν〉 with emission of a ν-mode phonon has the
form,

gν(m,n) =
∑

I

√
h̄

2MIων
〈ψm,1ν | ∂V

∂ RI

· Xν
I (a†

ν + aν)|ψn,0〉,

(3)

where the polaron state |ψm,iν〉 is composed of an electronic
state |ψm〉 and a vibrational state |iν〉.

B. Frozen-phonon approach

Based on the frozen-phonon approach for the e-ph coupling,
the change of the potential caused by a phonon distortion in
Eq. (3) is replaced by15–17

∑
I

∂V

∂ RI

· Xν
I ≈ V ν

scf(r) − V 0
scf(r)

uν
, (4)

where uν =
√∑

I
1

MI
Xν

I
2 is a scale describing effectively the

frozen-phonon displacement caused by the lattice vibration,
and V ν

scf(r) and V 0
scf(r) are the self-consistent potentials with

and without the phonon distortion.15–17

In DFT, the self-consistent potential Vscf(r) has the form,36

Vscf(r) = Vion(r) + e2
∫

ρ(r ′)
|r − r ′|d r ′ + δExc[ρ(r)]

δρ(r)
, (5)

where the ionic potential Vion(r) is typically decomposed into
a local part V loc

ion (r) and a nonlocal part; the Hartree potential
e2

∫
ρ(r ′)
|r−r ′|d r ′ and the exchange-correlation potential δExc[ρ(r)]

δρ(r)

are obtained self-consistently with ρ(r) = ∑occ
n |ψn(r)|2. The

local part of the self-consistent potential V loc
scf (r), which

includes the local ionic potential Vion(r), the Hartree potential,
and the exchange-correlation potential, is computed self-
consistently using standard DFT. The nonlocal potential is
calculated using the real space representation of the Kleinman-
Bylander form:

〈r|V NL
ion |r ′〉 =

∑
I,l,m

〈
r
∣∣δV I

l φI
lm

〉〈
φI

lmδV I
l

∣∣r ′〉〈
φI

lm

∣∣δV I
l

∣∣φI
lm

〉 , (6)

where l and m label the angular and magnetic moments,
φI

lm(r − RI ) are the pseudo-wave-functions centered on the
atom position RI , and the potential δV I

l (|r − RI |) = V I
l (|r −

RI |) − V I
loc(|r − RI |). In contrast to the local potential, the

Kleinman-Bylander nonlocal potential in Eq. (6) is a projector.
The contribution of the nonlocal potential to Eq. (4) takes the
form,

∑
I

√
h̄

2MIων

∑
r,r ′

[〈ψm|r〉〈r|V NL,ν
ion |r ′〉〈r ′|ψn〉

− 〈ψm|r〉〈r|V NL,0
ion |r ′〉〈r ′|ψn〉

]
, (7)

where V NL,ν
ion and V NL,0

ion represent the nonlocal potential with
and without phonon distortion.

Finally, using Eqs. (3)–(7) with the phonon distorted and
undistorted atom positions {RI + Xν

I /
√

MI } and {RI }, the
e-ph interaction matrix elements of the NCs can be calculated
at the ab initio level without additional parameters.

C. Electronic relaxation in nanoclusters

The Fermi golden rule is widely used in quantum physics
to calculate the transition rate from one eigenstate into a
continuum of eigenstates caused by a perturbation. Due to
the discrete nature of the electronic and the vibrational states
of QDs, the Fermi golden rule is inappropriate and the
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Wigner-Weisskopf coupled-mode-equation approach is used
to study the relaxation process.37 In the Wigner-Weisskopf
approach, the time evolution from an excited electronic state
without phonon |ψn,0〉 to the ground state with the emission
of a ν-mode phonon |ψm,1ν〉 can be expressed as


(t) = a(t)e−iEnt/h̄|ψn,0〉 + b(t)e−i(Em/h̄+ων )t |ψm,1ν〉, (8)

where a(t) and b(t) are the amplitudes of the initial and the
final states, and Em and En are the electronic eigenvalues of
the states |ψm〉 and |ψn〉, respectively. By inserting Eq. (8)
into the time-dependent Schrödinger equation and introducing
a decay channel between the polaron state |ψm,1ν〉 and the
ground state |ψ0,0〉, we obtain the coupled equations,

da(t)

dt
= − i

h̄
gν(m,n)ei�Et/h̄b(t),

(9)
db(t)

dt
= − i

h̄
gν∗(m,n)e−i�Et/h̄a(t) − γ b(t),

with the energy detuning �E = En − Em − h̄ων and the
decay rate γ . From Eq. (9) and the initial conditions a(0) =
1 and b(0) = 0, the occupation probability of the initial
electronic state P (t) = |a(t)|2 can be deduced analytically as
shown in Ref. 38.

D. Computation details

We construct spherical NCs made of bulk silicon, centered
on an atom. The resulting NCs have Td point group symmetry.
The dangling bonds are terminated by hydrogen atoms.
The supercell is simple cubic with 3-Å space between the
outermost atoms and the closest boundary. We use the local
density approximation (LDA) and Trouiller-Martin norm-
conserving pseudopotentials with an energy cutoff of 30 Ry.
The forces are minimized to less than 3 × 10−6 a.u. under
constrained symmetry. Based on the harmonic approximation
of lattice dynamics, the phonon frequencies ω and the vibra-
tional eigenmodes U are obtained by solving the eigenvalue
equation,

N∑
J=1

1√
MIMJ

∂2V

∂ RI ∂ RJ

UJ = ω2U I . (10)

The vectors Xν
I in Eqs. (2)–(4) represent the three components

that belong to atom I and the phonon mode ν from the 3N

component eigenvector U I .35,39 To analyze the eigenmodes
in terms of bulk and surface contributions, we calculate the
projection coefficients:

αν
c,s =

∑(Nc,Ns )
I=1

∣∣Xν
I

∣∣2

∑N
I=1

∣∣Xν
I

∣∣2 , (11)

where Nc, Ns , and N are the core, surface, and total number of
atoms. The surface atoms are defined as the atoms belonging
to the outermost seven layers of the cluster (around 3-Å thick).

The electronic eigenstates ψm(r) and ψn(r), and the self-
consistent local potential V loc

scf (r) are obtained by solving
the Kohn-Sham equation self-consistently within DFT.34 The
l-dependent nonlocal pseudopotential δV I

l and the pseudo-
wave-function φI

lm are obtained from Trouiller-Martin norm-
conserving pseudopotentials. The relaxed geometry of a

FIG. 1. (Color online) The wave functions of (a) e0 and (b) e1

states for Si281H172 nanocluster with isosurface corresponding to
75% of the maximum value. The colors blue and red give the phase
of the wave functions. The silicon and passivating hydrogen atoms
are represented by yellow and white spheres.

Si281H172 NC with the wave functions of the LUMO (e0) and
the second conduction state (e1) are shown in Fig. 1.

The implementation of the e-ph coupling matrix elements
using the frozen-phonon approach involves the following
steps. We optimize the geometry of the NC and calculate
the corresponding electronic wave functions ψm(n)(r), the
unperturbed self-consistent potential V 0

scf(r), and the vibra-
tional eigenmodes. The NC is then distorted by moving
the atoms according to the atomic displacements given by
the vibrational eigenvector. The phonon distorted potential
V ν

scf(r) is calculated using this “frozen” geometry. With these
quantities along with Eqs. (3)–(7), the e-ph coupling matrix
elements can be obtained at the DFT level.

III. COMPARISON WITH DFPT

To verify the applicability of the present method to NCs,
we calculate the e-ph interaction matrix elements for the e1-
to-e0 transition in a Si35H36 cluster using both DFPT linear
response34 and our frozen-phonon approach. The vibrational
density of states (DOS) is shown in Fig. 2(a) and is separated
into contributions from silicon (thick black lines) and hydrogen
(thin red lines). Figure 2(b) shows the e-ph interaction matrix
elements |gν(m,n)|2 calculated using linear response34 (black
circles) and our frozen-phonon (red squares) approach. To give
a further comparison between these two approaches, we plot
the e-ph interaction matrix elements in a logarithmic scale in
Fig. 2(c). We find agreement between both approaches with
differences below 14% for the acoustic modes and 8% for the
optical modes.

The discrepancy between the results obtained by the
linear-response and frozen-phonon methods can be understood
from the approximations used in both approaches. In the
linear-response method, the “screened potential” �V ν is
calculated using a linear order approximation. In contrast
to the linear-response approach, the frozen-phonon approach
involves potential variations to all orders in the displacement.
Furthermore, an average displacement of all the atoms in the
cell is used as a scaling factor in the frozen-phonon approach
following the original idea.15–17 In the case of long wavelength
acoustic phonons, the atomic displacements correspond to a
macroscopic distortion of the lattice and a macroscopic strain
tensor is needed to describe the electron-acoustic phonon
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FIG. 2. (Color online) (a) Vibrational DOS of Si35H36 NCs
contributed by Si atoms [thick (black) lines] and H atoms [thin
(red) lines] with a Gaussian broadening of 0.8 cm−1, (b) e-ph
matrix elements for e0 and e1 states obtained from linear-response
calculations (circles) and our frozen-phonon approach (squares), and
(c) same as (b) but using logarithmic scale.

interaction.14 Unlike the acoustic modes, the optical modes can
be regarded as microscopic distortions.14 Therefore, the errors
introduced by the average displacement in the frozen-phonon
approach for the electron-acoustic phonon interactions may be
larger than those for the optical ones.

IV. SIZE DEPENDENCE OF THE ELECTRON-PHONON
INTERACTION

Although the e-ph interaction of semiconductor NCs have
been studied for decades from both theoretical and experi-
mental aspects,40–44 the size effects on the e-ph interaction are
still somewhat controversial. Based on different theoretical
approaches and experimental measurements, an increase,43,44

decrease,40,42 or size independence41 of e-ph interaction with
decreasing NC size have been reported. In order to study
the size effects on the e-ph interaction strength, we plot the
e-ph interaction matrix elements for e1-to-e0 transition via
the bulklike acoustic (black circles) and optical (red squares)
phonon modes of Si281H172 (R = 11.9 Å), Si633H300 (R =
15.7 Å), and Si705H300 (R = 16.3 Å) NCs in Fig. 3. To
keep the comparability of e-ph matrix elements of different
NCs, we choose the phonon modes with the same vibrational
character of each NC. From Fig. 3, we see that the e-ph
coupling strengths are strongly dependent on cluster size with
a dropping of two orders of magnitude from the smallest to the
largest NCs we studied. Furthermore, the coupling strengths
of the electron-acoustic phonon are stronger than those of
the electron-optical phonon. These results agree with a recent
theoretical study on e-ph coupling in CdSe NCs from the
atomistic phonon model.44
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FIG. 3. (Color online) Size-dependent e-ph matrix elements for
e1-e0 transition of Si NCs via acoustic (black circles) and optical (red
squares) phonon.

V. ULTRAFAST PROCESS VIA ELECTRON-PHONON
INTERACTION

After looking at the applicability of our frozen-phonon
approach, we now apply this method to study the e1-to-e0

transition of Si281H172 and Si705H300 NCs. In this paper, we
calculate the e-ph interaction matrix elements |gν(m,n)|2 using
our frozen-phonon method and employ the Wigner-Weisskopf
approach37,38 to analyze the transition between the discrete
energy levels. Different aspects of the results are summarized
in Fig. 4.

In Fig. 4(a), we plot the conduction band states of a
Si281H172 NC, where the LUMO state e0 and the second
conduction band state (or electron state) e1 belong to the

1 and 
4 point group representations, respectively, and are
energetically split by 49.9 meV (402.4 cm−1). The vibrational
DOS of the Si281H172 NC contributed by the core (thick black
line) and surface (thin red line) atoms are given in Fig. 4(b). The
arrow indicates the e1-to-e0 energy spacing � = E1 − E0. To
understand the e1-to-e0 transition process via e-ph interaction,
we plot in Fig. 4(c) the energy level system schematically.
Specifically, we consider (i) an electron relaxation from the
second electron state |e1,0〉 to a polaron state |e0,1ν〉 via
emission/creation of a ν-mode phonon; (ii) the reverse process
(i.e., an electron transition from the LUMO to the e1 state
via absorption/annihilation of a ν-mode phonon), and (iii) the
decay of the phonon part of the polaron state |e0,1ν〉 to |e0,0〉
given by the phonon lifetime τph.

In Fig. 4(d), we give the numerical values of the e-ph matrix
elements for vibrational modes energetically close (<4 cm−1,
0.5 meV) to the electronic energy splitting �. We can see that
the numerical values of the e-ph matrix elements for vibrations
with 
4 symmetry are in the range of 10−6 a.u. while those
for the other symmetry are zero. Selection rules for the e-
ph interaction can be understood as follows. In the e1-to-e0

transition process, the initial state (e1) belongs to the 
4 point
group representation and the final state (e0) has 
1 symmetry.
This transition will be achieved only when the vibrations can
transfer the wave-function symmetry from the 
4 into the 
1

point group representations. An analysis of the point group
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FIG. 4. (Color online) (a) Electronic levels of Si281H172 nanoclus-
ter, (b) vibrational DOS of Si281H172 NC contributed by core (thick
black) and surface atoms [thin red (gray)] with a broadening of
0.8 cm−1, (c) schematic showing the electronic transition process via
e-ph interaction, (d) e-ph matric elements for the interaction between
e0, e1 states and the vibrations with the phonon energy h̄ων around
the electron energy level spacing E1 − E0, and (e) probability of e1

state interacted by mode 1 (solid lines) and mode 2 (dashed lines)
vibrations. The inset shows the oscillation of P (t) within 100 fs.

symmetry reveals that only phonons with 
4 symmetry are
active for this e1-to-e0 transition.14

Following the discussion on the e-ph interaction matrix
elements, we now focus on the interesting time-dependent
occupation probability of the initial electronic state P (t) based
on the Wigner-Weisskopf approach. We plot in Fig. 4(e) the
probability of finding the electron in the initial state caused
by the e-ph interaction for the phonon modes 1 and 2 with an
energy detuning of 0.2 and 0.05 meV, respectively. The phonon
lifetime τph is taken as 2.0 ps according to experimental results
on bulk silicon.45 In Fig. 4(e), we observe that the probability of
finding the electron in the initial state decays with a Rabi-like
oscillation. In addition, we note that the oscillation period
of mode 1 is shorter than that of mode 2 from the inset of
the figure. Following Fig. 4(c), we see that the electron in
state e1 cyclically emits a phonon and reabsorbs it, which
results in a repeated energy exchange between the electron
and the vibration. This repeated process decays with the decay
rate of the phonon mode. As a result, the excited electron
finally returns to the ground state while the energy has been
transferred into low frequency vibrations. We conclude that the
ultrafast oscillations reflect the e-ph interaction process. The
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FIG. 5. (Color online) Probability of the initial electron state P (t)
for (a) mode 1 and (b) mode 2 of Si281H172 NC. The phonon lifetimes
are 2.0 (thick black) and 0.4 ps [thin red (gray)].

shorter oscillation period observed for mode 1 is a consequence
of the stronger e-ph interaction for this specific mode. To
understand the effects of phonon lifetime on the e1-to-e0

transition process, we plot in Fig. 5 the probability of the
e1 state for modes 1 (a) and 2 (b) with a phonon lifetime of 2.0
(thick black) and 0.4 ps (thin red).45 We see that the envelope
function of P (t), which retains the same oscillation period for
both modes, decays according to the phonon lifetime.

After analyzing the e1-to-e0 transition process of Si281H172

NC via the e-ph interaction, we now extend our calculation to
a larger NC. The vibrational DOS, the e-ph matrix elements
for the e1-to-e0 transition along with the probability of finding
the electron in the e1 state for a Si705H300 NC, are given in
Figs. 6(a)–6(c). From Figs. 6(a) and 6(b), we see that the
electron energy level spacing between the e1 and e0 states of
Si705H300 NC is 6.5 meV (52.4 cm−1), which corresponds to
the phonon energy of the surface acoustic modes. In Fig. 6(b),
we give the results of the e-ph matrix elements for vibrational
modes with energy detuning less than 0.2 meV. As in the
previous case, the e-ph transitions obey section rules (i.e.,
the e-ph matrix element for vibration with 
4 symmetry is in
the range of 10−6 a.u. while that for the other symmetries is
zero). The occupation probability of the electron in state e1

for the Si705H300 NC is plotted in Fig. 6(c) with τph as 0.4 and
2.0 ps and shows the same characteristics as for the Si281H172

NC.

VI. COMPARISON WITH EXPERIMENTS

Experimentally, the intraband 1P -to-1S relaxation process
in semiconductor NCs is mostly explored via femtosecond
pump-probe measurements.46–50 In experiments, electrons and
holes are pumped into the excited states (1P ) by an ultrafast
laser and thereafter the electrons decay into the ground
state (1S) rapidly. After this fast relaxation inside the NC,
the carriers recombine radiatively or become trapped at the
surface of the NC.46–50 To understand the 1P -to-1S relaxation
process, we plot the probability of the time-dependent 1P -
to-1S transition process via phonon mode 2 (τph = 2.0 ps)
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FIG. 6. (Color online) (a) Vibrational DOS of Si705H300 NC
contributed by core (thick black) and surface atoms [thin red (gray)]
with a broadening of 0.8 cm−1, (b) e-ph matrix elements for the
interaction between e0, e1 states and the vibrations with the phonon
energy h̄ων around the electron energy level spacing E1 − E0, and
(c) probability of e1 state interacted by vibration with 
4 symmetry
with phonon lifetime as 2.0 and 0.4 ps.

in Figs. 7(a) and 7(b) with surface trapping times τtr of
0.4 and 0.6 ps,49 respectively. In this case, the total decay
time τtot = 1/(τ−1

ph + τ−1
tr ). From Fig. 7, we see a decaying

oscillation of the electron between the 1P and 1S states
with a period of tens of femtoseconds. In experiments with
limited time resolution, the envelope function instead of the
oscillations will be measured. Using an exponential fit to the
envelope function, we find a lifetime of 0.34–0.45 ps for the
intraband relaxation, which is comparable to experiments.48

Similar to the discussion in Sec. IV, we attribute the decay of
the envelope function to the effects of both the phonon lifetime
and the electron trapping time of the surface states.

VII. SUMMARY

In summary, we have given an ab initio DFT self-consistent
approach to calculate the e-ph interaction matrix elements of
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FIG. 7. (Color online) Probability of 1P state during the 1P -to-
1S transition process caused by phonon mode 2 with carrier trapping
times in the NC surface state τtr (a) 0.4 and (b) 0.6 ps. Scheme of this
transition process is given in the insert of (a).

semiconductor NCs based on the frozen-phonon approach.
We find a good agreement between the results of our approach
and ab initio DFPT linear response. The present approach
allows us to compute the e-ph matrix elements of NCs with
up to 1000 atoms at the DFT level and paves the way to
study the dynamical processes of nanostructures. Based on the
frozen-phonon calculations, we find that the e-ph interaction
strength is strongly dependent on the cluster size and there is
a dropping of two orders of coupling strength magnitude with
dot radius from 12 to 16 Å. We further calculate the e1-to-e0

transition processes of Si281H172 and Si705H300 NCs via e-ph
interaction and analyze the relaxation processes between the
discrete electron levels using the Wigner-Weisskopf approach.
We observe a decaying Rabi-like oscillation in our two-state
quantum system driven by the emission and absorption of a
phonon and notice that the oscillation period is determined by
the e-ph interaction. The 1P -to-1S intraband relaxation rate
of silicon NCs is calculated using our approach and compared
to the experimental results. We note that the fast intraband
relaxation rate is determined by the phonon lifetime and the
electron trapping time of the NC surface states.
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27D. Muñoz Ramo, A. L. Shluger, J. L. Gavartin, and G. Bersuker,

Phys. Rev. Lett. 99, 155504 (2007).
28D. T. Devreese and P. van Camp, Electronic Structure, Dynamics,

and Quantum Structural Properties of Condensed Matter (Springer
Press, New York, 1985).
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