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Interorbital correlation effects on heavy-electron systems
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We study an extended periodic Anderson model, which includes correlations between conduction and f

electrons, by employing dynamical mean field theory and continuous-time quantum Monte Carlo simulations.
It is clarified how the antiferromagnetic phase, which is stabilized in the ordinary periodic Anderson model,
changes into a charge ordered (CO) phase in the strong c-f interaction region. A systematic analysis of the
effects due to the hybridization and the c-f interaction evidences the existence of a critical end point for the CO
transition; the quantum phase transition between the CO phase and the paramagnetic phase is of first (second)
order in the weak (moderate) hybridization region. We also address the effects of the Hubbard-type correlations
among conduction electrons on the phase diagram.
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I. INTRODUCTION

Recently, in some heavy fermion systems, the correlation
effects between conduction (c) electrons and localized (f )
electrons have led to a surge of interest and various interesting
phenomena have been observed. This issue opens a new
arena to study heavy fermions beyond standard f -f corre-
lation effects. A typical example is an unconventional pair-
ing mechanism for superconductivity of CeCu2(SixGe1−x)2,1

which may not be explained in terms of antiferromagnetic
(AF) fluctuations alone.2–5 In particular, to understand two
superconducting domes observed for CeCu2(Si0.9Ge0.1)2 in the
pressure-temperature phase diagram,4,5 Miyake et al. claimed
the importance of c-f electron correlations and proposed that
the mechanism of the above unconventional superconductor
is related to enhanced valence fluctuations.6,7 Numerical
calculations indeed indicated that c-f correlations cause a
valence transition (VT).8,9 Another example is a metamagnetic
behavior observed in YbInCu4. This compound exhibits the
VT with lowering temperature10,11 and the metamagnetic
behavior is observed in Yb0.38In0.62Cu4.12 It was proposed that
the VT, which is induced by the interplay of c-f correlations
and magnetic fields, plays an essential role in the metamagnetic
behavior in the above compound.13,14 These facts certainly
demonstrate the importance of the c-f correlation effects, and
have spurred intense activities in theoretical studies on this
issue.15–23

Besides such VTs, the charge ordered (CO) phase highlights
another important aspect of the heavy fermions due to
strong c-f correlations. For example, the CO phase is found
experimentally in Eu3S4 at low temperatures. In the CO phase,
the valence of rare-earth elements is spatially modulated in
the ratio of R2+ : R3+ = 2 : 1.24 Some experimental groups
proposed that the origin of the CO comes from the strong c-f
interaction.25 It is interesting to investigate the nature of the CO
phase theoretically since it is stabilized in the strong correlation
region where several competing interactions are expected
to cause intriguing quantum phase transitions. Recently, the
instability to a CO phase was discussed theoretically for a
square-lattice periodic Anderson model with the fluctuation
exchange approximation.26 It is found that the charge suscepti-
bility at a momentum q = (π,π ) is enhanced as the f -electron

level becomes shallow, suggesting the tendency toward a CO
instability. However, characteristic behaviors near the CO
phase are not so clear since they employ a weak-coupling
approach. For example, the CO phase is considered to be
stabilized due to the competition between f -f correlations
and c-f correlations, but the systematic study is still lacking.

In this connection, it is instructive to mention a phenomeno-
logical study on a hidden ordered phase of URu2Si2; it is
proposed that the c-f electron correlation would cause a
hybridization-modulated order with an incommensurate wave
vector, which could be a possible origin of the hidden ordered
phase.27 In addition, the modulation of effective hybridization
could induce the CO as a secondary effect.28 This also
motivates us to investigate the c-f electron correlations in
more detail microscopically.

In this paper we address the c-f correlation effects in
heavy-fermion systems with particular emphasis on how the
CO state emerges via the competition between other phases.
Our detailed study on the CO phase will be complementary
to and much more extensive than the preceding work.29 We
discuss how the AF phase changes into the CO phase in the
strong c-f correlation region by combining dynamical mean
filed theory (DMFT)30–32 and continuous time-quantum Monte
Carlo (CT-QMC) method, which enables us to study the system
with high accuracy.33–35 We also investigate the correlation
effects of conduction electrons on the phase diagram.

This paper is organized as follows. First, the model and
the method are briefly explained in the next section. In
Sec. III the c-f correlation effects on heavy fermion systems
are discussed. Here it is revealed that the CO transition is of
first order in general, but it has a critical end point beyond
which the system shows second-order critical properties. We
then discuss the effects of Hubbard-type correlations between
conduction electrons in Sec. IV, and elucidate that they mainly
modify the AF properties, but have little effects on the CO
phase. A brief summary is given in the last section.

II. MODEL AND METHODS

We study an extended periodic Anderson model including
c-f correlations besides ordinary f -electron correlations. The
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Hamiltonian reads

H = HPAM + Ucf

∑
iσ,σ ′

nc
iσ n

f

iσ ′ + Ucc

∑
i

nc
i↑nc

i↓,

HPAM = −t
∑

〈i,j〉,σ
c
†
iσ cjσ + εf

∑
i,σ

ni,σ

+V
∑
i,σ

(c†iσ fiσ + H.c.) + Uff

∑
i

n
f

i↑n
f

i↓, (1)

where ci,σ (fi,σ ) is an annihilation operator of c (f ) electron at
site i in spin state σ = ↑ , ↓. The c electrons are itinerant with
the hopping integral t while f electrons are localized with the
energy εf . The hybridization between c and f electrons at the
same site is represented by V . Repulsive interactions between
f electrons (c and f electron) are given by Uff (Ucf ). We
will also address the effects of the Hubbard type interaction
Ucc between c electrons in Sec. IV. For simplicity we employ
the Bethe lattice with its bandwidth 2D, and consider the
half-filled symmetric band by setting μ = 1

2 (Ucc + 2Ucf ) and
εf = 1

2 (Ucc − Uff ), where μ is the chemical potential.
We analyze the above model by means of DMFT and

CT-QMC simulations. In DMFT, a lattice problem is mapped
to an effective impurity problem, and then the impurity Green
function (Gimpσ ) is obtained self-consistently.30–32 These
self-consistent equations are simplified for our Bethe-lattice
structure; the equations for the paramagnetic (PM) phase are
simplified as

[
g−1

σ (iω)
]
cc

= iω + μ −
(

D

2

)2

[Gimpσ (iω)]cc, (2)

where gccσ (iω) is the effective Green function for c electrons
with spin σ . Long-range ordered phases are treated with a
sublattice method, where the order parameter for the AF (CO)
phase is defined by mc(f ) = 1

2 (nc(f )
↑ − n

c(f )
↓ ) [ρ = 1

2

∑
σ (nc

σ −
n

f
σ )].

To solve the effective impurity problem, we make use of the
hybridization expansion CT-QMC method.33–35 This method
allows us to access the strong interaction region down to low
temperatures, which is suitable for the present purpose. In the
following, D is taken as the energy unit.

III. EFFECTS OF INTERORBITAL CORRELATION

In this section we highlight the effects due to Uff and Ucf

by setting Ucc = 0 for a while. It is known that in the ordinary
periodic Anderson model with Ucf = 0 the paramagnetic
Kondo insulating phase and the AF phase compete with each
other at half-filling according to the strength of the f -f
interaction: for small (large) Uff , the AF (Kondo insulating)
phase is stabilized at low temperatures. In the presence of
Ucf , the CO phase should also appear at low temperatures.
Possible spin/orbital configurations for the AF and CO phases
are sketched in Fig. 1. We first discuss the competition of the
above phases by changing the c-f hybridization V and the c-f
interaction Ucf systematically.

The order parameter calculated for the AF phase is plotted
in Fig. 2. Note that in the AF and PM phases, the f -electron
filling is equal to unity, so that the system is in the Kondo
regime for Uff = 3. In Fig. 2(a) we can see that as a result

FIG. 1. (Color online) Spin and orbital configurations for
(a) AF phase and (b) CO phase.

of the temperature effect, the AF order disappears and the
high-temperature PM phase is stabilized in V < 0.29, which
should be distinguished from the Kondo insulating phase
discussed below. With increasing hybridization V , the RKKY
interaction becomes dominant and the AF phase emerges via
a second-order transition, giving rise to the increase in the AF
moments. Further increase in V again suppresses the antiferro-
magnetic moments due to the development of the Kondo effect.
Therefore, when the hybridization is weak, the system is in the
high-temperature PM phase, while for strong hybridization, the
system is in the PM phase which is adiabatically connected to
the Kondo insulator. In Fig. 2(b) the AF moments are plotted
as a function of the c-f interaction Ucf . In this figure the
suppression of the AF moments by the c-f correlations is
indeed observed, which is attributed to the enhancement of the
Kondo effect. This can be confirmed by noticing that the c-f
exchange interaction is written as Jcf = 4V 2/(Uff − 2Ucf ).
From this estimation we find that the increase in magnitude of
the exchange interaction causes the enhancement of the Kondo
effect.

Now we turn to the CO phase. If the c-f hybridization is
weak, the system is expected to be in the AF ordered phase
at low temperatures, which should be changed into the CO
phase in the presence of strong c-f correlations. The order
parameter for the CO phase at V = 0.036 is plotted in Fig. 3(a).
In this figure a discontinuous change in the order parameter
accompanied by a hysteresis is observed. Namely, the CO
transition at V = 0.036 is of first order. On the other hand, as
seen in Fig. 3(b), the transition is changed to second order in
the V = 0.1 case. Thus, these behaviors indicate the existence
of a critical end point of the first-order transition when we
change Ucf or V .

Performing similar calculations for different choices of
parameters, we end up with the rich phase diagram for
T = 0.02 and Uff = 3, as shown in Fig. 4. As mentioned
above, in the large Ucf region we have the first-order CO
transition. The associated coexistence region is represented
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FIG. 2. (Color online) (a) Antiferromagnetic moments as a
function of V : T = 0.02 and Uff = 3. If the hybridization V is weak,
the AF moments develop with increasing V , while they decrease in
the large V region. (b) Similar plots as a function of Ucf . The AF
moments are suppressed with increasing Ucf . Note that the filling
factor of f electrons is always unity in this calculation.
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FIG. 3. (Color online) CO parameter plotted against Ucf at
T = 0.02, (a) V =0.036 and (b) 0.1. At V = 0.036 in (a), the
order parameter changes discontinuously and exhibits a hysteresis
in 1.76 < Ucf < 1.95, while at V = 0.1 in (b), the order parameter
changes continuously without any hysteresis.

as a shaded area, where the hysteresis of ρ is observed. The
critical end point is represented by a pink diamond. One notices
that the symmetry at the critical end point is unexpectedly
high; the CO phase, the AF phase, and the two kinds of PM
phases meet each other there. We think that this is somehow
accidental. As mentioned above, the PM phase, appearing in
the weak V region, is expected to change into the AF phase at
lower temperatures. Since it is not easy to further decrease the
temperature due to numerical difficulties, we cannot make a
definite statement on this point. However, we will make use of
a special trick to decrease the effective temperature in the
next section, which indeed demonstrates that the paramagnetic
phase in the small V region should be changed into the AF
phase at lower temperatures.

We note that the PM phase realized in the large V region
should be adiabatically connected to the Kondo insulating
phase. The corresponding blue line separating the AF phase
and the PM phase shifts to the weak V region with increasing
Ucf . This tendency is attributed to the enhancement of the
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FIG. 4. (Color online) The phase diagram of the extended
periodic Anderson model for T = 0.02 and Uff = 3. The system
is in the PM phase in the weak V region because of the temperature
effect. In the strong V and weak Ucf region the system is in the PM
phase, which is smoothly connected to the Kondo insulator. The blue
and orange lines separating the AF phase and PM phases represent
second-order transitions. In V < 0.065 we can find the first-order
transition from the PM phase to the CO phase with increasing c-f
interaction Ucf . In the coexistence region the hysteresis of the CO
parameter is observed. For V � 0.1 we can find the second-order
transition. This fact implies the existence of the critical end point,
which is marked with a pink diamond.
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FIG. 5. (Color online) The Ucf -T phase diagram of the ex-
tended periodic Anderson model for V = 0.036, Uff = 3. From
this figure we can find that the hysteresis region is enlarged with
decreasing temperature, implying that the critical point, noted in
Fig. 4, remains at zero temperature.

Kondo exchange coupling by the c-f interaction Ucf , which
makes the Kondo insulating state stabler.

Let us now look at the temperature dependence of the CO
phase. In Fig. 5 the T -Ucf phase diagram is shown at V =
0.036. It is seen in this figure that the CO transition changes
its character around Ucf ∼ 1.8. When Ucf increases, the first-
order CO transition suddenly appears at finite temperatures
around Ucf ∼ 1.8, which is followed by the second-order tran-
sition in the large Ucf region where the transition temperature
slightly decreases with increasing Ucf . The latter behavior
in the transition temperature can be understood in terms of
an effective Hamiltonian in the strong Ucf region, which
is estimated as Heff = 2t2

Ucf

∑
〈i,j〉,σ (nc

i,σ − n
f

i,σ )(nc
j,σ − n

f

j,σ ).
Note that the coexistence region is enlarged with decreasing
temperature, and is expected to remain at zero temperature.
Since the existence of the second-order transition at zero
temperature was indicated in our previous results,29 we would
conclude that the critical end point should exist even at zero
temperature.

To understand the CO phase in more detail, let us discuss
the f -electron double occupancy and the c-f spin correlation
function. The former is expected to be sensitive to the CO
transition. Note that the following results are calculated at
c-electron rich sites. In Fig. 6 the f -electron double occupancy
is plotted as a function of the c-f hybridization V . At Ucf =
1 without the CO phase, the f -electron double occupancy
smoothly increases with increasing V . On the other hand, at
Ucf = 2, the system is in the CO phase in V � 0.107, so that
the f -electron double occupancy rapidly increases around the
transition point, and then smoothly decreases with increasing
V in the PM phase. These different behaviors between the
Ucf = 1 and 2 cases are attributed to the difference in the
charge configurations of the ground states at V = 0. Spin and
orbital configurations of the ground states for each Ucf case are
drawn in Fig. 1. At Ucf = 1 the electron density of each orbital
is unity, and the increase in V contributes to the increase in the
f -electron double occupancy. On the other hand, at Ucf = 2,
electrons tend to occupy the same orbital to avoid the c-f
interaction. In this situation, with increasing V , electrons easily
hop to the other orbitals.
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FIG. 6. (Color online) Double occupancy of f electrons as a
function of V for T = 0.02, Ucf = 1 and 2. The rapid decrease in
V < 0.107 is due to charge ordering for the sublattice where the
density of f electrons is small (f -electron poor sites).

If hybridization V is weak, the above tendency becomes
more prominent near the CO transition point. In Fig. 7(a)
the f -electron double occupancy is plotted as a function of
Ucf . At V = 0.1 the sharp increase in double occupancy is
observed, but is smeared for V = 0.4. This is also the case
for the c-f spin correlation plotted in Fig. 7(b); at V = 0.1
the c-f spin correlation rapidly increases around Ucf ∼ 1.83,
which is due to the enhancement of the Kondo effect around
the CO transition, but such singular behavior is completely
washed out for V = 0.4.

Finally we show in Fig. 8 the order parameters for each
phase and the c-f spin correlation function at different tem-
peratures. In this figure, at T = 0.02, the c-f spin correlation
increases near the transition point of the AF phase, which
implies that the increase in the c-f spin correlation reflects the
enhancement of the Kondo effect or AF fluctuations. We note,
however, that at higher temperatures where the system has
no antiferromagnetic order, a similar behavior in the c-f spin
correlation is observed. This naturally leads us to conclude
that the peculiar behavior of the c-f spin correlation indeed
originates from the enhancement of the Kondo effect. As is
the case for the f -electron double occupancy, this behavior is
smeared with increasing hybridization.
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FIG. 7. (Color online) Correlation functions plotted against Ucf

at T = 0.02: (a) f -electron double occupancy and (b) c-f electron
spin correlation function. In 1.9 � Ucf the system is in the CO phase.
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FIG. 8. (Color online) (a) Order parameters of each phase at T =
0.02, V = 0.1. The red (blue) line represents the AF (CO) phase,
respectively. (b) c-f electron correlation at V = 0.1: T = 0.02 (red
line) and T = 0.03 (blue line).

IV. EFFECTS OF CONDUCTION ELECTRON
CORRELATIONS

We now discuss the effects of Hubbard-type interaction
Ucc between c electrons on the phase diagram. The study
of these effects has two important aspects. One point is, of
course, that it should clarify the competition between Uff ,
Uf c, and Ucc. The other point is that it will shed light
on how the critical point, with seemingly high symmetry
found in Fig. 4 at Ucc = 0, should be changed when the
temperature is further lowered. Since it is not easy to lower
the temperature for the model in Fig. 4 due to some technical
problems in numerical calculations, we effectively decrease
the temperature by introducing Ucc especially in the AF region.

A prototypical phase diagram obtained for finite Ucc is
shown in Fig. 9. Although generic features of the phase
diagram are similar to those in Fig. 4 at Ucc = 0, it is seen that
the c-electron correlations substantially affect the properties of
the AF phase. We indeed notice that the paramagnetic phase
found in the small V region of Fig. 4 is completely replaced by
the AF phase in the presence of Ucc. This is due to the fact that
the introduction of Ucc gives rise to the Heisenberg exchange
interaction among conduction electrons, stabilizing the AF
phase in collaboration with the RKKY interaction between f

electrons. This effectively raises the AF transition temperature,
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FIG. 9. (Color online) The V -Ucf phase diagram at T = 0.02,
Ucc = 1. Note that c-electron correlations slightly suppress the CO
phase and extend the AF phase toward the large Ucf region.
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FIG. 10. (Color online) (a) Magnetic moments at T = 0.02,

V = 0.1. (b) Order parameters of each phase at T = 0.02, Ucc =
1, and V = 0.01. The magnetic moment at the c orbital (order
parameters of the CO phase) is plotted in the upper (lower) panel. The
magnetic moment of the f orbital is much smaller than that of the
cb orbital.

which exceeds the temperature T = 0.02 employed in Fig. 4.
This provides us with some implications about the destiny
of the extremely highly symmetric critical point in Fig. 4
where many transition lines merge at the same point. Since we
find here that “effectively lowering temperature” completely
stabilizes the AF state at T = 0.02 and lifts the accidental
high symmetry at the critical point in Fig. 9, we believe that
the qualitatively similar phase diagram should be obtained if
we can further decrease the temperature in Fig. 4.

Within the AF phase in Fig. 9, we naturally expect a
crossover behavior according to the strengths of Ucc and
Ucf . Let us focus on the region of weak hybridization (e.g.,
V = 0.1). For small Ucf , the system has the AF order driven
by the Heisenberg interaction between c electrons originating
from Ucc. With increasing c-f interactions Ucf , as discussed
above, the RKKY exchange interaction is gradually enhanced
and becomes dominant to stabilize the AF phase. This can be
indeed seen in Fig. 10(a), where the magnetic moments are
plotted as a function of the c-f interaction; for the small
Ucf region, the magnetization of conduction electrons mc

induced via the Heisenberg interaction is dominant, while for
larger Ucf , mf induced via the RKKY exchange interaction
becomes dominant especially around Ucf ∼ 1.8. These two
regions in the AF phase are adiabatically connected via a
crossover.

In contrast to the AF phase, the essential features in the CO
phase seem to be little affected by Ucc, as seen in Fig. 9 in
comparison with Fig. 4. This implies that the CO phase should
be robust, as far as the system is in the region of large Ucf and
small V . Note that the critical value for the CO transition is
slightly increased by Ucc since the AF state becomes stabler
in the presence of Ucc (the paramagnetic phase at Ucc = 0 is
indeed changed to the AF phase). The order parameters for
CO and AF are shown in Fig. 10(b), where we can clearly
see the hysteresis behavior signaling the first-order transition.
Similarly, we have observed qualitatively the same behaviors
in the f -electron double occupancy and the c-f electron
correlations, as discussed in the previous section. We can thus

say that the effects of Ucc mainly modify the characteristics
of the AF magnetic phase, but give a minor change to the CO
properties.

V. SUMMARY AND DISCUSSION

In this paper we have studied the c-f correlation effects on
heavy fermion systems with special focus on the emergence
of the CO phase. Employing the DMFT and continuous
time-quantum Monte Carlo simulations, it has been clarified
how the AF phase, observed in the ordinary periodic Anderson
model, changes into the CO phase in the strong c-f correlation
region. With increasing c-f electron interaction, the interor-
bital interaction first increases the magnetic moment. Further
increase in the interaction strength enhances the Kondo effect,
which in turn suppresses the AF phase and stabilizes the CO
phase. Near the CO transition, a sharp increase of c-f singlet
correlation is observed. This behavior is considered to reflect
the enhancement of the Kondo effect. With the systematic
analysis in the plane of hybridization vs c-f interaction,
the existence of the critical end point of the first-order CO
transition has also been observed.

Regarding the effects due to the c-f interaction, the VT is
also important, so that some comments are in order for the VT
here. It is known that the c-f correlation possibly induces the
VT, but in our analysis the VT has not been observed. This
is because we have restricted ourselves to the particle-hole
symmetric case. To discuss the possibility of the VT, it is
necessary to study the system with strong valence fluctuations
away from the symmetric case. It is interesting to discuss
the competition between the AF, VT, and CO transitions by
properly tuning the valence fluctuations.

Further studies on the relation between the present CO
phase and that observed for Eu3S4 should be interesting. As
mentioned in the Introduction, in these compounds a CO phase
is observed with decreasing temperature, where the valence
of rare-earth elements is spatially modulated and local spins
remain even in the CO phase, which lead to the magnetic order
in the lower temperature region.36,37 Our analysis here may not
be straightforwardly applied to the experiment. To clarify this
point, it remains an interesting issue to study the possibility of
CO phase with local spin degrees of freedom.
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