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Theoretical investigation of the influence of reaction and diffusion kinetics upon thin-film
reactive diffusion
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Atomistic kinetic Monte Carlo simulations, considering the thermodynamic model of the nonregular solid
solution on a rigid fcc lattice and using the first-neighbor atomic pair interaction Ising model, were performed
to investigate the influence of reaction and diffusion kinetics on thin-film reactive diffusion with a semi-infinite
substrate. The simulations show that compound bulk energies have no effect on the phase sequence of appearance
during sequential phase formation. However, a diffusion asymmetry between the elements composing the solid
solution has a strong effect on sequential phase formation. Diffusion asymmetry increases the critical thickness of
the simultaneous-to-sequential phase formation transition, modifies the phase formation sequence, and controls
which phase is the first to form. Asymmetrical diffusion can promote transient phase formation and can prevent
some phases of the bulk phase diagram from forming. In addition, it influences the thicknesses of phases and
their lifetimes during thin-film reactive diffusion. Consequently, the control of atom diffusion during reactive
diffusion, for example, thanks to the controlled introduction of impurities, should allow the phase formation
sequence of a given binary system to be modified.
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I. INTRODUCTION

Solid-state reaction of a film on a substrate is a widely
used process to produce surface coatings or structures made
of stacked layers. It is considered a reactive diffusion process,
since it involves atom diffusion between the film and the
substrate, as well as phase formation in the vicinity of the
film/substrate interface. Thin-film reactive diffusion is used
to produce films of different thicknesses, from several tens of
microns to a few nanometers. Protective surface coatings are
usually in the micrometric range.1 In microelectronics, the
Salicide process is used to create ohmic contacts on transistor
active regions, thanks to the reaction of a metallic film with
silicon.2 In this case, the thickness of the silicide layer is
about 10 nm. Usually, reactive diffusion is modeled at the
macroscopic scale taking into account bulk diffusion and
interface reaction kinetics.3–7 Despite that this type of model
can generally correctly fit some experimental observations, its
use seems less appropriate for nanometer-thick film reaction,
and its meaning at the atomic scale needs to be addressed,
especially since several experimental observations cannot be
understood and simulated using these models. For example,
nanometer-thick film reaction may occur via the sequential
formation of different phases,8 instead of the simultaneous
formation of all the phases of the phase diagram as for thicker
films.9 In macroscopic analytical models based on bulk diffu-
sion and interface reaction, this phenomenon is qualitatively
explained by the competition between the diffusion kinetic in
the bulk of the initially formed phase, and the reaction kinetic
of the subsequent phase.3–7 However, this type of model is not
used to quantitatively reproduce sequential phase formation,
especially since it does not consider phase nucleation. At the
atomic scale, reactive diffusion involves atomic interdiffusion
between the film and the substrate, as well as phase
nucleation and growth in a concentration gradient. In a recent
work,10 we used kinetic Monte Carlo (KMC) simulations to

investigate thin-film reactive diffusion at the atomic scale. This
study showed that the macroscopic reaction term, explaining
the linear growth regime of phases versus time (observed
experimentally), is related neither to an interface effect nor
to a diffusion asymmetry between the film and the substrate.
It corresponds to the initial process of phase nucleation and
growth without long-range atomic transport in the interdiffu-
sion gradient located at the film/substrate interface. The model
used in this study considered a binary solid solution built on a
rigid fcc lattice exhibiting a symmetrical phase diagram around
the 50% concentration, with the formation of the L10 and
the two L12 phases. In addition, the two types of atoms had
identical diffusion (symmetrical diffusion). In this case, it was
shown that the sequential phase formation process results from
the formation of an asymmetric interdiffusion profile due to a
size effect linked to the finite thickness of the film compared
to the substrate thickness (semi-infinite). This symmetrical
model (on diffusion and reaction) can reproduce the linear-
to-parabolic time-dependence phase growth transition, as well
as the thickness-controlled simultaneous-to-sequential phase
formation transition, which are both observed experimentally.
However, some of the experimental phenomena cannot be
reproduced, as the transient phases11,12 and the missing
phases11 during sequential formation. Consequently, these
phenomena could be attributed to asymmetric phase reaction
rates or asymmetric diffusion kinetics, as well as a competition
between diffusion and reaction kinetics. Furthermore, we
suggested10 that an asymmetric phase diagram, with higher
(or lower) phase energies for compounds richer in one of
the system elements, as well as asymmetric diffusion, may
modify the critical thickness of the simultaneous-to-sequential
phase formation transition. These suggestions are supported
by previous investigations showing that diffusion asymmetry
in a binary solid solution influences both dissolution13,14 and
nucleation.15
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Therefore, the goal of the present work is to investigate
the influence of reaction rate and diffusion at the atomic scale
on reactive diffusion, and their roles on the phase sequence
during sequential phase formation. To this aim, the Ising
model applied up to the first-neighbor atoms was used to
calculate the internal energy of a binary nonregular solid
solution build on a rigid fcc lattice. First, this model was
used to investigate phase nucleation and atomic diffusion
in a composition gradient using a mean-field description.
The same model then was used to simulate at the atomic
scale, the evolution of the solid solution by KMC. KMC
simulations allow us to simulate reactive diffusion of thin films,
taking into account the thermodynamic equilibrium driving
forces, the atomic transport and ordering kinetics, as well
as nucleation, surface segregation, the possible formation of
nonordered solid solutions, and phase mixing. In our model
(rigid lattice without stress), the nucleation energy depends
on the balance between interface energy and bulk energy,
and both interface and bulk energies result from atomic pair
energies. Thus, interface (and surface) energy depends on
composition in the same way as bulk energy. Two cases were
considered: (i) a binary solution with asymmetrical phase
energies versus composition, without diffusion asymmetry
(influence of reaction rate) and (ii) the same solution with
diffusion asymmetry (influence of diffusion). Our solid so-
lution contains two types of generic atoms named A and B;
however, the thermodynamic and kinetic parameters of the
model were fitted on the experimental Si-Ni binary system
in order to simulate realistic variations of diffusion and
reaction.

The simulations show that compound bulk energies (i.e.,
reaction rates) have negligible effects on the phase se-
quence during sequential phase formation. For a system with
asymmetric compound energies, the phase sequence is the
same as for a symmetric system. Furthermore, despite the
large compound energy asymmetry of our system versus
composition, the same sequence is observed for the reaction
of an A film on a B substrate and of a B film on an A substrate.
In contrast, diffusion asymmetry between A and B atoms has
a significant impact on the interdiffusion profile and, thus,
on the phase sequence. Diffusion asymmetry modifies the
order of the phases in the sequence, leading to a different
phase sequence order in the case of the reaction of A atoms
on a B substrate and of B atoms on an A substrate. In
addition, diffusion asymmetry increases the critical thickness
of the simultaneous-to-sequential phase formation transition,
promotes transient phase formation, and prevents some phases
from the equilibrium phase diagram from appearing. Diffusion
asymmetry is also shown to influence the phase thicknesses
and their lifetimes during reactive diffusion. In consequence,
the usual picture of reactive diffusion depicting sequential
phase formation as the result of competition between bulk
diffusion and interface reaction appears to be inaccurate. KMC
simulations show that sequential phase formation results from
the formation of an asymmetric interdiffusion profile triggered
either by a size effect between the film thickness and the
substrate thickness, or by the diffusion competition between
the different elements of the system in the bulk of the different
compounds.

FIG. 1. (Color online) Schematic of the 1D structure [fcc atomic
planes in the (001) direction] of the solid solution used for mean-field
calculations (a), concentration of A atoms in three consecutive atomic
planes of this fcc crystal in case of the 50% random solution (b), and
in the case of the L10 phase (c).

II. MEAN-FIELD CALCULATIONS

A. Crystal energy

The reaction of a thin film on a pure substrate involves
atomic redistribution in a strong composition gradient. There-
fore, before simulating at the atomic scale the reaction of a
film on a substrate, it is interesting to characterize (at least
qualitatively) the expected effects of a composition gradient
on atom ordering and mobility. To this aim, we chose to use a
mean-field description of a general binary solid solution built
on an fcc rigid lattice. It is considered that the solution contains
two types of generic atoms identified as A atoms and B atoms,
with C the global concentration of A atoms in the solution,
and (1 − C) the global content of B atoms. Considering
a one-dimensional description of the crystal along the (001)
direction, the atomic lattice can be described as a succession
of (001) atomic planes p containing the same number of atoms
Np, with p = 1 at the surface and p → ∞ deeper in the bulk
[Fig. 1(a)]. We define Cp as the concentration of A atoms in
the plane p, with (1 − Cp) the concentration of B atoms
in the same plane. Each atom of the (001) planes in the fcc
lattice possesses the same number of first neighbors in the
planes (Z1) and between the planes (Z2), with Z1 = Z2 =
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Z = 4 [Fig. 1(a)]. According to the Ising model, the crystal
energy at zero Kelvin (Etot) can be expressed as pairwise
interactions between first-neighbor atoms.16–18 Considering
the crystal description presented in Fig. 1(a), the total energy
of the A-B solution can be expressed as the sum of the crystal

(001) plane energies Ep

Etot =
∑

p

Ep, (1)

with

Ep = 1

2
NpZ

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

εAA
(
C2

p + CpCp−1 + CpCp+1
)

+εBB[(1 − Cp)2 + (1 − Cp)(1 − Cp−1) + (1 − Cp)(1 − Cp+1)]

+εAB

[
2Cp(1 − Cp) + Cp(1 − Cp−1) + Cp(1 − Cp+1)

+(1 − Cp)Cp−1 + (1 − Cp)Cp+1

]

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

. (2)

εij < 0 is the first-neighbor i-j atomic pair energy. For
example, it is well known that a binary random solution
exhibiting ordering tendency with C = 0.5 can minimize
its internal energy by getting ordered according to the L10

order.19 In this case, the random solution for which Cp =
0.5 in every atomic plane [Fig. 1(b))], gets ordered following
periodical concentration variations between adjacent planes
corresponding to Cp = 1/Cp+1 = 0 [Fig. 1(c)]. According to
Eq. (2), the energy of each atomic plane in the random solution
is Erdm

p = 3/8 NpZ(εAA + εBB + 2εAB). The ordered
solution contains two types of atomic planes, the planes with
Cp = 1, for which E1

p = 1/2NpZ(εAA + 2εAB), and the planes
with Cp = 0, for which E2

p = 1/2NpZ(εBB + 2εAB), also
from Eq. (2). Consequently, for an infinite crystal (neglecting
surface energies), the energy difference between the L10 phase
and the random solution is

�E = (
E1

p + E2
p

) − 2Erdm
p = − 1

2NpZV, (3)

with

V = 1
2 (εAA + εBB − 2εAB). (4)

For a system with ordering tendency V > 0,10 leading to
�E < 0. As expected, the L10 order allows a reduction of the
solid solution energy at a temperature (T ) of 0 K.

B. Phase nucleation in a concentration gradient

In order to obtain the L10 phase from a random 50% A-B
solution, a L10 nucleus needs to form in the random solution.
At the beginning of the L10 nucleus formation, the composition
of the nucleus may be nonstoichiometric.20 In our case it
corresponds to composition variations between consecutive
atomic planes around the composition Cp = 0.5, which will
tend over time to the periodic variation Cp = 1/Cp+1 = 0
[Fig. 1(c)]. Figure 2(a) presents the case of the formation
of a composition variation between two consecutive atomic
planes in a composition gradient. It is considered that this
first variation is the formation beginning of the L10 nucleus,
Ci

p is defined as the initial concentration of A atoms in the
atomic plane p in the concentration gradient before nucleation,
and Cp is defined as the concentration of A atoms in the
plane p after nucleation. �C∗ = Ci

3 − Ci
2 characterizes the

size of the initial concentration gradient [Fig. 2(a)] that is

equal to �C∗/dx, with dx the distance between atomic plans
[Fig. 2(a)]. �C = C3 − C2 corresponds to the amplitude of the
concentration variation between the consecutive planes 2 and
3 in the phase nucleus [Fig. 2(a)]. In order to characterize
this concentration variation amplitude, we define dC as
�C = �C∗ + dC, with − 1 � �C∗ � 0 and 0 � dC �
1 − �C∗ [Fig. 2(a)]. One can note in Fig. 2(a) that for 1 �
p � 4, Ci

p = C1 + (p − 1)�C∗, in addition, Ci
0 = C1 − �C∗

and Ci
5 = �C∗ + 1 + C1. Furthermore, C0 = Ci

0, C1 = Ci
1,

C4 = Ci
4, and C5 = Ci

5 [Fig. 2(a)]. In our case, we consider
that the composition variation in the nucleus is symmetrical,
and forms in the center of the concentration gradient around
the composition C = 0.5, which corresponds to the L10

stability domain. Considering that (C3 − C2)/dx = �C/dx,
and C3 = 1 − C2, we obtain C2 = 1/2(1 − �C∗ − dC) and
C3 = 1/2 (1 + �C∗ + dC). Using these last expressions

FIG. 2. (Color online) (a) Schematic corresponding to the nu-
cleation of the L10 phase in a concentration gradient along the (001)
atomic planes of the fcc crystal considered for mean-field calculations
in case of a two-plane-thick nucleus. (b) Schematic corresponding to
the nucleation of the L10 phase in a 50% random solution on the same
fcc crystal in the case of a three-plane-thick nucleus.
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and Eqs. (1) and (2), we can show that

�Etot = 3NpZ�C∗dCV, (5)

with �Etot the energy difference between the final state after
nucleation (composition variations around Cp = 0.5), and
the initial state before nucleation (composition gradient). By
definition �C∗ � 0 and dC � 0, and in our case V �
0, consequently, �Etot � 0: The nucleus formation in the
composition gradient allows the system internal energy to be
decreased. Equation (5) shows that (i) the larger the compound
stability (i.e., the larger the absolute value of V ), the larger the
energy gain related to the nucleus formation; (ii) the larger
the composition difference in the two consecutive planes in
the nucleus (i.e., the larger dC), the larger the energy gain
allowed by the phase nucleation, which is in agreement with
the stability of the L10 phase compared to the stability of
the random solution [Eq. (3)]: The more the composition
difference between the planes in the nucleus tends to the plane
variation in the L10 phase [Cp = 1 / Cp+1 = 0, Fig. 1(c)],
and the stronger the system energy gain; (iii) the stronger the
initial composition gradient (i.e., larger is �C∗), the larger
the energy gain due to nucleation; and (iv) if there is no
concentration gradient (i.e., �C∗ = 0), the nucleus formation
does not allow any energy gain. Concerning point (iv), one has
to note that our case corresponds to the case of a nucleus made
of two consecutive planes only. If the number of atomic planes
increases in the nucleus, �Etot is not always equal to zero for
the random solid solution (�C∗ = 0). �Etot can depend on
V , as well as on the atomic pair energies of the pure elements.
For example, Fig. 2(b) presents the L10 nucleation in a random
solution with Cp = 0.5, with a nucleus made of three atomic
planes. In this case, �C∗ = 0 giving �C = dC > 0, and we
can show that

�Etot = 3

4
NpZdC

(
εBB − εAA − dC

3
V

)
. (6)

Thus, �Etot < 0 if εBB − εAA < 1/3 dCV. Similarly
to Eq. (5), in Eq. (6) the parameter V controls the tendency
to form ordered phases in the bulk; however, the difference
(εBB − εAA) can be interpreted as the term controlling the
composition of the two interfaces of the nucleus. Depending
on its value, nucleus boundaries rich either in A or in B, will be
energetically favored. If εBB = εAA, then �Etot = − 1/4 NpZ

dC2 V < 0. Equation (5) also shows that if the composition
variation in the two consecutive planes of the nucleus is similar
to the concentration gradient [C3 > C2 in Fig. 2(a)], i.e., if the
concentration variation in the nucleus increases the gradient
concentration, the nucleus increases the system internal energy
(�Etot > 0). In summary, a concentration gradient in a binary
solid solution with ordering tendency has an important energy
cost that favors phase nucleation.

C. Diffusion in a concentration gradient

Using the former definitions used to characterize phase
nucleation in a composition gradient, we can show that in
the case of a single atom exchange between an atom A in the
atomic plane 2, and an atom B in the plane 3 in Fig. 2(a), we
have C2 = (Ni

2 − 1) /Np and C3 = (Ni
3 + 1) /Np, giving C2 =

Ci
2 − 1/Np and C3 = Ci

3 + 1/Np. Thus, for a single atomic

FIG. 3. Classical model used for the description of atomic
transport in materials: �U is the energy gain of the system after
the atomic jump, �Q is the diffusion activation energy, and ν+ and
ν− are the atomic jump frequencies in the p → p + 1 direction and
in the p + 1 → p direction, respectively.

exchange we obtain

�Etot = 6Z�C∗V. (7)

Now, �Etot corresponds to the energy gain resulting from
an atomic exchange between two consecutive planes in a
concentration gradient. Equation (7) also shows that the energy
gain is zero if the atomic exchange does not take place
in a concentration gradient (i.e., if �C∗ = 0). This is in
agreement with classical Fick’s equations that consider the
concentration gradient as the diffusion driving force (i.e.,
the diffusion flux is zero without a concentration gradient).
Figure 3 presents a common model often used to model
diffusion at the atomic scale. In our case, �U corresponds
to the energy gain when exchanging an A atom with a B
atom from two different consecutive planes in a concentration
gradient. �Q corresponds to the energetic barrier for diffusion.
ν+ and ν− are the exchange frequencies toward or against the
concentration gradient, respectively. According to this model,
the total exchange frequency � thus can be expressed as

� = ν+ − ν− = 2ν0 exp

(
− Q

kBT

)
sinh

( |6Z�C∗V |
2kBT

)
, (8)

with kB the Boltzmann constant. This equation shows that
in a concentration gradient (i) the stronger the concentration
gradient (i.e., the larger �C∗), the larger the atomic exchange
frequency, and (ii) the larger the compound stability (i.e.,
larger is the absolute value of V ), the larger the exchange
frequency. Consequently, mean-field calculations show that
when a concentration gradient is formed between two pure
elements with ordering tendency, two mechanisms can take
place simultaneously aiming to reduce the energy cost of
the concentration gradient: (i) long-range atomic transport
(diffusion) allowing for an energy reduction by decreasing the
concentration gradient and (ii) phase nucleation (and growth)
allowing for an energy decrease without long-range atomic
transport, thanks to local new atomic organization (order).
The stronger the concentration gradient and the larger the
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phase enthalpy, the stronger the driving forces for both atomic
diffusion and phase nucleation.

III. ATOMISTIC MONTE CARLO SIMULATIONS

A. Crystal energy

In order to model the effect of the influence of compound
energies (i.e., reaction rate) on the simultaneous-sequential
phase formation transition, and on the phase sequence during
sequential phase growth, one can study thin film reaction
in the case of a binary system with asymmetric compound
energy versus composition. Our goal was to define such
a system, keeping a simple physical relationship with our
previous study concerning symmetric systems,10 in order
to perform reasonable comparisons between symmetric and
asymmetric cases and to draw general conclusions. To do
so, we decided to consider the same first-neighbor pairwise
atomic interactions model, the same fcc rigid lattice, and the
same type of atomic exchanges using the Metropolis algorithm
as previously done in Ref. 10. However, we considered a
binary A-B atoms system exhibiting a parameter V varying
with concentration.21 In order to ensure a constant V for
every given atomic exchange in the forward and backward
directions, we chose to express the V composition variation
versus a local concentration C∗. For a given A-B atom pair on
the fcc lattice, C∗ was calculated taking into account the two
considered A and B atoms, their first neighbors, and the first
neighbors of the latter. One can note that, in our case, for a
given atomic exchange, only the energy of the two exchanged
atoms, as well as the energy of their first neighbors, can change.
Furthermore, the local concentration C∗ is constant before
and after the atomic exchange, which leads to a constant
value V for forward and backward exchanges. In order to
simulate phenomena (e.g., diffusion, nucleation, and reaction)
of realistic magnitude, the parameter V (C) was determined
from experimental and theoretical formation energies (�H ) of
the Si-Ni compounds,22,23 using the relation �H = NZvC(1
− C)V . N is the total number of atoms in the solution, and
Zv is the number of atom first neighbors in the solution bulk
(=12 for a fcc lattice). Figure 4 presents the experimental
(solid squares) and theoretical (open squares) Si-Ni compound
formation energies versus Si composition (A atoms in our
case), as well as the function V (C) (solid line and open circles)
versus A composition. εAA and εBB being constant in Eq. (4),
V composition dependence also can be defined through the
parameter εAB(C). In order to be as realistic as possible, εAA

and εBB were determined on the rigid fcc lattice taking into
account the difference of surface energy between Si (surface
tension: 1250 mJ m−2) and Ni (surface tension: 2450 mJ m−2).
To this aim, the bulk atomic densities of Si (ρ ∼ 5.0 × 1022 at
cm−3) and Ni (ρ ∼ 9.14 × 1022 at cm−3) were used to define
the energy scale of pure element atomic pair energies A-A and
B-B on the fcc lattice, using the cohesive energies of Si (Ecoh

∼ 4.63 eV at−1) and Ni (Ecoh ∼ 4.44 eV at−1)24, as well as the
atomic volume � (∼1.09 × 10−23 cm3) of the Ni fcc lattice.
For Si Ecoh × �ρ = − 2.52 eV at−1, and for Ni Ecoh × �ρ =
− 4.42 eV at−1. Thus, for the A-B nonregular solid solution
on the fcc lattice, we obtained εAA = − 2.52/12 = − 0.21 eV
at−1 and εBB = − 4.42/12 = − 0.37 eV at−1. Considering that

FIG. 4. (Color online) Formation energies of the A-B compounds
(left axis, open and solid squares, kJ mol−1), A-B interaction
parameter V (left axis, solid line and open circles, kJ mol−1), and
the A-B pair energy εAB (right axis, solid line, eV at−1) versus A
concentration (0 � C � 1).

V = �H /N × 1/[ZvC(C − 1)] = 1/2 (εBB + εAA − 2εAB),
and using the values of εAA and εBB , we defined the function
εAB(C),

εAB(C) = −0.409 − 0.328C + 0.505C2 eV at−1. (9)

The variation of εAB versus composition is shown in Fig. 4
(solid line), on the right axis, and the order /disorder phase
diagram of our A-B system, calculated by Monte Carlo using
the Metropolis algorithm,25 is presented in Fig. 5. Solid squares
correspond to the order /disorder transition critical temperature
(Tc) versus composition. Similarly to our previous study,10 the
A-B phase diagram presents three phases: (i) the B-rich L12

phase (AB3 compound), (ii) the L10 phase (AB compound),
and (iii) the A-rich L12 phase (A3B compound). However,
in contrast with the previous case, this phase diagram is not
symmetrical around C = 0.5. AB3 is more stable than A3B,
since the formation energy of AB3 (Tc ∼ 4050 ◦C) is twice the
formation energy of A3B (Tc ∼1800 ◦C).

FIG. 5. Order/disorder phase diagram of the A-B nonregular
solution characterized by εAB = f (C).
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B. Monte Carlo kinetics

In order to study the influences of reaction (bulk phase
energy) and of diffusion asymmetry independently, two types
of KMC simulations were performed. In the first, the system
evolution during the reaction of an A (or B, respectively) film
on a B (or A, respectively) substrate was simulated using
the Metropolis algorithm (M-KMC), in a similar manner to
that disclosed in Ref. 10 (T = 10 K), in order to allow a
direct comparison between the symmetrical and asymmetrical
phase diagram cases. Atomic configurations were accepted
or rejected depending on internal energy variations calculated
using the first-neighbors Ising model. However, in our case,
εAB varies with the local composition C∗, calculated around
the considered pair of first-neighbor atoms. Atomic diffusion
was simulated thanks to atomic exchanges on the sites of the
rigid lattice, the Metropolis algorithm imposing a constant
diffusion barrier for all the atomic exchanges (symmetrical
diffusion). In this case, the A-B solution bulk energy depended
on composition following the phase diagram presented in
Fig. 5, but diffusion was independent of composition. These
simulations allowed the influence of reaction (phase stability)
on reactive diffusion to be studied.

The second type of simulations aimed to consider asym-
metric diffusion barriers between pure A and pure B materials,
leading to composition-dependent atomic exchange frequency.
In order to be coherent with the chosen bulk energy variations
with composition, we decided to use the Si-Ni system to define
atomic jump frequency variations in the A-B solution versus
composition. However, the Ni lattice self-diffusion coefficient
[∼ 1.82 exp( − 2.96 eV/kBT ) cm2 s−1]26 is too large compared
to the Si coefficient [∼ 323 exp( − 4.705 eV /kBT ) cm2

s−1]27 to be able to simulate diffusion of both elements on
a rigid lattice at the temperatures of interest. For example,
Ni self-diffusion is five orders of magnitude faster than Si
self-diffusion at 1000 ◦C, and this difference increases as
temperature decreases. Nevertheless, the difference of self-
diffusion between Si and Ni is lower in grain boundaries
(GBs). Ni GB self-diffusion is ∼0.08 exp( − 1.9 eV/kBT )
cm2 s−1,28 and Si self-diffusion (Ge diffusion in Si GBs,
actually) is ∼316.5 exp( − 3.34 eV/kBT ) cm2 s−1.29 Thus,
the difference between Si self-diffusion and Ni self-diffusion
is only two orders of magnitude at 1000 ◦C. Consequently,
we defined the atomic exchange frequencies in pure A (�A)
and pure B (�B) considering GB self-diffusion coefficients in
Si and Ni, respectively. One can note that, in experiments,
reaction between a film and a substrate (as for Ni silicides)
often leads to the formation of polycrystalline layers, and, thus,
phase formation during reactive diffusion mainly uses atomic
transport through GBs. In the simulations we considered that

�A = νA exp

(−�EA

kBT

)
s−1 and �B = νB exp

(−�EB

kBT

)
,

(10)

with �EA = 3.34 eV, �EB = 1.9 eV, νA = 4 × 103 × ν0, νB =
ν0, and ν0 = 1013 s−1 (Debye frequency). Figure 6 presents
exchange frequency variations in the pure elements A and
B versus temperature. B self-diffusion is faster than A self-
diffusion, with a difference of about two orders of magnitude
at 1000 ◦C and of four orders of magnitude at 700 ◦C. In order

FIG. 6. (Color online) A (�A) and B (�B) atomic jump frequen-
cies versus temperature chosen in the KMC simulations taking into
account a diffusion asymmetry between pure A and pure B elements.

to take into account the diffusion asymmetry between A and
B in the A-B solution bulk, the atomic exchange frequency
variation versus composition was simulated using an atom
exchange frequency between first-neighbor atoms on the fcc
lattice sites defined as

� = ν exp

(−�E

kBT

)
. (11)

� was set to depend on the local concentration C∗ through two
rules of mixtures over ν and �E as follows:

�E = C∗�EA + (1 − C∗)�EB, (12)

ν = C∗νA + (1 − C∗)νB. (13)

The kinetic evolution of the nonregular A-B solution was
simulated using an algorithm similar to the Metropolis one.
However, in contrast with previous calculations, in order
to take into account the variation of exchange probability
versus composition and temperature, the temperature had to
be stipulated for these simulations. In this algorithm (noted
S-KMC in the text for standard KMC), the variation �U of
the solution internal energy related to the considered atomic
exchange was calculated using Eq. (9) and C∗, as for the
previous type of simulations. If �U < 0, then the probability
of the atomic exchange occurrence was set to

Pb = ν exp
(−�E

kBT

)
2�max

. (14)

However, if �U � 0, then the probability of the atomic
exchange occurrence was set to

Pb = ν exp
(−(�E+�U )

kBT

)
2�max

. (15)

�max is the fastest exchange frequency possible in our A-B
system. This way, the occurrence probability of the fastest
event was set to 0.5 in the simulations. In our case, �max

corresponds to B self-diffusion (�max = �B). According to
this model, the atomic diffusion kinetic increases with B
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concentration. It is the fastest in a pure B matrix and the
slowest in a pure A matrix. This type of simulation allowed
the diffusion influence on the reactive diffusion process to be
investigated. For these simulations, the time evolution of the
A-B solution was performed at T = 700◦, 800◦, and 1000 ◦C.

For both types of simulations, with asymmetrical phase
diagram without diffusion asymmetry, and with asymmetrical
phase diagram as well as diffusion asymmetry, we used the
same time unit (Monte Carlo cycle, MCC) as defined in
Ref. 10, corresponding to a single cycle in which a new position
has been proposed to every atom of the cell. The simulation
cell contained the same number of atoms (∼210 000 atoms) as
previously for the symmetrical system case and used the same
limit conditions (periodical along the directions parallel to the
surface).10 The surface of the cell corresponds to a (001) plane.
The presented results were obtained using time averaging over
1000 MCC (∼210 000 events per MCC).

The simulation results were analyzed in the same way as
in Ref. 10, using the same definition of the volume fraction
of ordered atoms (F0). F0 is calculated in each (001) atomic
plane of the fcc lattice, from the subsurface (p = 2)10 to
deeper in the bulk of the simulation cell (p → ∞), for
each phase AB3, AB, and A3B. As discussed in Ref. 10,
during 3D phase formation, even for a single phase, ordered
domains of different orientation can appear in the bulk. Atoms
located at the interface between these domains cannot exhibit
perfect ordering and, thus, are not considered in the calculation
of F0. Smaller the ordered domains, larger the number of
atoms located at the domains’ boundaries, and smaller F0.
Considering that the smaller ordered domains contains a given
atom with its twelve first neighbors (fcc lattice in our case),
it can be shown that, for a given phase in a given plane if
F0 � 0.08, this plane then can be considered to be fully ordered
according to the considered phase. In contrast, if F0 < 0.08, the
considered (001) plane contains nuclei of the considered phase
but is not completely ordered according to the considered
phase. It can contain ordered domains related to other phases,
as well as non-ordered domains (random solution).

C. Reaction energy influence on reactive diffusion

In this section, we present the simulation results obtained
in the case of a phase diagram with asymmetric compound
energies around C = 0.5 (Fig. 5) but no diffusion asymmetry
between A and B. Figure 7(a) presents the phase formation
sequences observed at T = 10 K (M-KMC), either during the
reaction of an A film on a B substrate (system A/B), or the
reaction of a B film on an A substrate (system B/A), when
the film thickness is 50, 10, and 5 atomic monolayers (ML).
The existence in the sample of the three phases AB3, AB,
and A3B is shown versus time (MCC) on the abscissa axis.
For 50-ML-thick films, the phases appear simultaneously and
phase dissolution is not observed. However, for 10-ML-thick
films, phases are dissolved sequentially. The film-atom richest
compound, which is located at the surface, is the first to
vanish, being consumed by the compound AB. The compound
AB then vanishes, being consumed by the substrate-atom
richest compound. In the case of a 5-ML-thick film, the
phase formation is sequential. The first phase to appear is
the film-atom richest phase. It forms in the surface vicinity

FIG. 7. Sequence of formation versus time (MCC) of the three
phases A3B (black), AB (gray), and AB3 (light gray), for A/B and
B/A systems, in the case of the dissolution of a 50-, 10-, and 5-ML-
thick film at T = 10 K (a) and T = 1073.15 K (b). Simulations
of a binary system exhibiting asymmetric compound energies versus
composition (Fig. 5).

and vanishes quickly with the formation of the substrate-atom
richest phase located deeper in the bulk of the sample (∼eighth
atomic plane). The phase AB forms soon after that (∼5 MCC)
and grows rapidly up to the surface, before being consumed
by the substrate-atom richest phase. In all cases, 50-, 10-,
and 5-ML-thick films for both A/B and B/A, all the phases
of the A-B phase diagram are observed (Fig. 5). The phases
grow or are consumed at their interfaces, and the reaction
of an A film on a B substrate leads to the same sequence
as for the reaction of a B film on an A substrate. All these
observations are identical to the case of a totally symmetrical
(reaction and diffusion) A-B system, studied in Ref. 10. The
compound energy asymmetry, which involves asymmetrical
compound reaction energies, has no effect on the phase
formation sequence. The study of the variations of F0 of every
phase versus time shows that phase formation is sequential for
a 5-ML-thick film for the same reason as for the symmetrical
case: An asymmetrical interdiffusion profile forms between
the film and the substrate, due to a size effect between the
thicknesses of the film (Fick diffusion in a finite layer) and the
substrate (Fick diffusion in a semi-infinite medium). However,
one can note that, in contrast with the symmetrical case,10 for
10- and 5-ML-thick films, the phase sequence kinetic is slightly
different for the A/B and B/A cases. The lifetime of phases
is longer for the reaction of a B film on an A substrate. This
difference is very small for the 10-ML-thick films but is more
obvious for the 5-ML-thick films, as the lifetime of the first
phase to form is about 3 times longer in the B/A case. This can
be explained considering that, in all cases, the thermodynamic
equilibrium corresponds to the total dissolution of the atoms
contained in the film. However, for the A/B case, phase
stability increases with the dissolution process, since A3B is
less stable than AB, which is less stable than AB3 (Fig. 5),
while for the B/A case it is the opposite. Consequently, the
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dissolution process is slightly faster for A/B than for B/A.
In summary, atomistic simulations confirm that equilibrium
bulk parameters, as bulk phase energies, have no effect on
the phase formation sequence, as well as on the selection of
the first phase to nucleate (in our case the AB3 formation
energy is about twice as large as the A3B one; see Fig. 5).
Furthermore, as the phase reaction energy is usually considered
to be directly proportional to the phase formation energy, these
simulations show that reaction is not the parameter controlling
the sequential phase formation process. Phases nucleate in
a concentration gradient, when locally, the concentration is
close to their stoichiometry.10 The degree of stability of the
phase at its stoichiometry concentration is not the main issue,
since even if the phase formation energy is small, the phase
will tend to form in a concentration close to its stoichiometry.
Consequently, the conditions allowing for the formation of a
solution at the correct concentration for the phase to form seem
to be the main issue.

In order to understand how these results could be modified
by temperature, and to be able to compare these results with
the case of asymmetric diffusion, we have also performed
calculations using our S-KMC algorithm at T = 800 ◦C,
imposing a constant diffusion barrier �E = �EB and a
constant frequency ν = νB [Eq. (11)]. As can be seen in
Fig. 7(b), all the conclusions driven above remain valid at high
temperature, and, in particular, the fact that compound bulk
energies have very weak effect on the phase sequence during
sequential phase formation.

D. Atomic jump frequency influence on reactive diffusion

In this section, we present the simulation results concerning
an A-B system exhibiting both an asymmetrical phase diagram
(Fig. 5) and asymmetrical self-diffusivities between A and B
(Fig. 6). Figure 8 presents the existence of the phases A3B,
AB, and AB3 versus annealing time (MCC) during the reaction
of a 50-, 10-, or 5-ML-thick film at two temperatures around
that used for the symmetrical case (S-KMC), namely T = 700
◦C [Fig. 8(a)] and T = 1000 ◦C [Fig. 8(b)]. In contrast with
the previous cases (symmetrical or asymmetrical phase energy
only), the phases form sequentially. The diffusion asymmetry
increases the critical thickness of the simultaneous-to-
sequential phase formation transition. For a 50-nm-thick
film, the phase sequence is identical for A/B and B/A at the
same temperature. However, the phase sequence varies with
temperature. At 1000 ◦C, the first phase to form is A3B. Its
formation is as fast as it disappearance, which corresponds to
the transient behavior. The next phase to form is AB3 and then
AB. These two last compounds coexist during ∼200 MCC
before A3B forms again. At that stage, all three phases of the
A-B phase diagram coexist in the sample bulk. At 1000 ◦C,
the phase formation sequence can be summarized as AB3 →
AB3 + AB → AB3 + AB + A3B. At 700 ◦C, A3B and AB3

appear quasisimultaneously. Then, after ∼200 MCC, the phase
AB forms, and the three phases coexist in the sample bulk
until A3B vanishes. The sequence at 700 ◦C is A3B + AB3 →
A3B + AB3 + AB → AB3 + AB. Temperature influences
atomic transport kinetics, but, additionally, in our case, a
temperature change involves a modification of the diffusion
asymmetry between A and B atoms. When temperature

FIG. 8. Sequence of formation versus time (MCC) of the three
phases A3B (black), AB (gray), and AB3 (light gray), for A/B and
B/A systems, in the case of the dissolution of a 50-, 10-, and,
5-ML-thick film at T = 700 ◦C (a) and T = 1000 ◦C (b). The
arrows highlight the first appearance of the A3B phase. Simulations
of a binary system exhibiting asymmetric compound energies versus
composition (Fig. 5), as well as asymmetric diffusion between A and
B (Fig. 6).

decreases, the diffusion asymmetry increases. At 1000 ◦C the
ratio between B and A self-diffusion is ∼102, while this ratio
is ∼104 at 700 ◦C (Fig. 6). Consequently, the simulations show
that diffusion asymmetry changes the critical thickness of the
simultaneous-to-sequential phase formation transition, and a
change of the asymmetry level can modify the phase sequence.
Furthermore, the thicknesses of the compound layers are not
symmetric for A/B and B/A. The A3B layer is always the
thinnest. In addition, at 700 ◦C, A3B forms simultaneously
with AB3, but the A3B layer does not grow during the growth of
the AB3 layer. The moment A3B is formed, its layer thickness
is ∼3 ML and it does not change with time. However, the
A3B layer position shifts in the bulk of the sample, remaining
at the interface with the pure A layer during the growth of
AB3 and AB. Even for the thickest films (50 ML), for which
all the phases of the phase diagram can coexist in the sample
bulk, a diffusion asymmetry influences the order of the phase
formation and generates transient phase formation, with the
appearance of a same phase several times in the sequence.

For a 10-ML-thick film, in contrast with the symmetrical
case (and with a binary system with asymmetric phase
energies), phases appear sequentially, and the phase sequences
for A/B and B/A differ. At 1000 ◦C [Fig. 8(b)], the phase
sequence is AB3 → AB3 + AB → AB → AB + A3B for
B/A while it is A3B → A3B + AB3 → AB3 → AB3 + AB →
AB3 for A/B, which is the same sequence as for a symmetric
system for a 5-ML-thick film (Fig. 7). However, it can be
noted that in both cases the phase that forms first is always
the richest in film-atoms. At 700 ◦C [Fig. 8(a)], the beginning
of the phase formation sequence is similar to the sequence
observed for a 50-ML-thick film. For B/A the sequence is
A3B + AB3 → A3B + AB3 + AB → AB3 + AB → AB.
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For A/B the sequence beginning is the same, but the last phase
is AB3 (the richest in substrate-atoms) instead of AB, with
A3B + AB3 → A3B + AB3 + AB → AB3 + AB → AB3.
Similarly to the case of a 50-ML-thick film, a change in the
diffusion asymmetry level leads to a modification of the phase
formation sequence. For example, for B/A, the last phase to
form at 1000 ◦C is the first phase to form at 700 ◦C. We can also
note that the thicknesses and the lifetimes of the phases depend
on the diffusion asymmetry level. For example, for B/A, the
AB3 layer is thicker at 700 ◦C compared to 1000 ◦C, while
it is the opposite for the A3B layer. For A/B, the lifetime of
A3B is shorter at 1000 ◦C than at 700 ◦C (Fig. 8). Similarly to
the case of a 50-ML-thick film, when the diffusion asymmetry
increases, the richest phase in A atoms exists only as a very
thin layer that does not grow, localized between the pure A
layer (lower diffusivity) and the other phases.

For the reaction of a 5-ML-thick film of B atoms on
a A substrate, phases appear sequentially, and the phase
sequences at 1000◦ and 700 ◦C are identical to the sequences
observed for a 10-ML-thick film. Consequently, the same
conclusions can be made for the 10- and 5-ML-thick films: The
diffusion asymmetry influences the order of phase appearance,
as well as the lifetimes and the thicknesses of the phases.
For the reaction of a 5-ML-thick film of A atoms on a B
substrate, the phase formation sequence is identical to that of a
10-ML-thick film in same conditions at 1000 ◦C. However, at
700 ◦C, the phase sequence differs, especially since the phase
AB does not form. AB3 appears slightly before A3B. Then,
during the growth of the AB3 layer, the A3B layer stays at the
A/AB3 interface without growing. Subsequently, A3B vanishes
and AB3 becomes the only phase present in the sample. The
sequence is AB3 → AB3 + A3B → AB3. These results show
that an increase of the diffusion asymmetry can change the first
phase in the sequence (A3B at 1000 ◦C and AB3 at 700 ◦C)
and can prevent some phases (AB at 700 ◦C) from forming. In
addition, for the same binary system A-B, in same conditions,
the phase sequences are different for A/B and B/A. One can
note that the phase AB is missing in the phase sequence only for
the case A/B and not for the case B/A. This phase is missing
when the film-atoms diffuse faster in the substrate than the
substrate-atoms in the film.

The simulations show that a diffusion asymmetry can lead
to different phase formation sequences between A/B and
B/A and that an increase of diffusion asymmetry (which is
temperature dependent) can modify the phase sequence and its
kinetics. In addition, a diffusion asymmetry can promote the
formation of a phase as a thin layer with constant thickness,
remaining at the interface between the layer exhibiting the
lowest diffusivity and the other phases. It can also promote the
transient formation of some phases and prevent others from
forming (missing phases).

In order to understand the mechanisms driving these
phenomena, one can investigate the variation of the fraction of
ordered atoms for every phase in comparison to composition
variations versus depth in the sample, at different annealing
times. For example, Figs. 9 and 10 show the variations of
the fraction F0 (left axis) of each phase, as well as the
concentration variations of A atoms versus depth, for different
annealing times during the reaction of a 10-ML-thick film at
1000 ◦C, in the cases A/B and B/A. Figure 9 corresponds to

FIG. 9. (Color online) Volume fraction F0 (left axis) of the three
ordered phases A3B (solid squares), AB (semi-solid circles), and AB3

(open triangles), and concentration profile of A atoms (solid line, right
axis) versus depth (atomic plane number, bottom axis) in the case of
the dissolution of a 10-ML-thick film on a semi-infinite substrate
at 1000 ◦C: (a) A/B at t = 8 MCC and (b) B/A at t = 16 MCC.
(c) Comparison between concentration profiles presented in (a) and
(b). Simulations of a binary system exhibiting asymmetric compound
energies versus composition (Fig. 5), as well as asymmetric diffusion
between A and B (Fig. 6).

the formation of the first phase in the sequences (A3B for A/B
and AB3 for B/A), and Fig. 10 corresponds to the formation of
AB. These figures allow the role of the diffusion asymmetry
on the difference of phase formation sequences between A/B
and B/A to be understood. In both cases A/B and B/A, the
first phase to appear (F0 � 0.08) is the richest in film-atoms
(Fig. 9). However, because of the diffusion asymmetry, the
interdiffusion profile is not symmetric. This profile is abrupt
on the A side and exhibits a penetration tail on the B side.
For this reason, the first phases to appear for A/B and B/A
exhibit different behaviors. For A/B [Fig. 9(a)], A3B forms in
the strongest composition gradient close to the pure A layer.
It appears quite early (∼8 MCC), but its thickness is thin, and
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FIG. 10. (Color online) Volume fraction F0 (left axis) of the three
ordered phases A3B (solid squares), AB (semi-solid circles), and AB3

(open triangles), and concentration profile of A atoms (solid line, right
axis) versus depth (atomic plane number, bottom axis) in the case of
the dissolution of a 10-ML-thick film on a semi-infinite substrate
at 1000 ◦C: (a) A/B at t = 24 MCC and (b) B/A at t = 22 MCC.
(c) Comparison between concentration profiles presented in (a) and
(b). Simulations of a binary system exhibiting asymmetric compound
energies versus composition (Fig. 5), as well as asymmetric diffusion
between A and B (Fig. 6).

its lifetime is short due to the variation of the interdiffusion
profile close to A. For B/A [Fig. 9(b)], AB3 forms in the
composition gradient close to the pure B layer, which is less
abrupt. It appears a little later (∼16 MCC) since it necessitates
the formation of a diffusion tail in the B layer. However,
because of the shape of this diffusion profile, it can grow
thicker, and, consequently, its lifetime is longer. One can note
in Fig. 9(c) that the formation of the first phase A3B for A/B
only results from the diffusion asymmetry, since C = 1 at the
surface on the A side when this phase appears. In contrast,
for B/A, the formation of the first phase AB3 results from
both the size effect between the film (finite) and the substrate
(semi-infinite),10 and the diffusion asymmetry between A and

B as C ∼ 0.1 at the surface on the B side when this phase
appears. Whatever the system, A/B or B/A, a given phase
always appears in a given concentration gradient, which is
compatible to the stoichiometry of the phase. For example,
AB3 forms for C ∼ 0.25 in a composition gradient exhibiting
a slope α ∼ ± 0.04 [Fig. 9(c)], while AB forms for C ∼ 0.5
with α ∼ ± 0.035 [Fig. 10(c)]. In the case A/B, due to the
abrupt shape of the concentration profile on the A side (slow
diffusion), and despite the fact that A3B formed on the A-side,
the second phase AB3 forms in the diffusion tail on the B side
[open triangles in Fig. 9(a)] with α ∼ − 0.04 [Fig. 9(c)]. In
contrast, for B/A, after the formation of AB3 in the diffusion
tail on the B side (fast diffusion) when α ∼ + 0.04, the second
phase AB also forms in the diffusion tail on the B side when α

∼ + 0.035 [semisolid circles in Fig. 10(b)]. Later on, the third
phase A3B forms also in the diffusion tail on the B side once
the composition gradient has decreased. In the case A/B, AB
is the third phase to form [Fig. 10(a)]. Similarly to the case
B/A, it appears after AB3 (α ∼ ± 0.04), as the composition
gradient decreases until α ∼ ± 0.035. The phase sequence can
be shown to be the same for a thinner 5-ML-thick film of A
atoms on a B substrate at the same temperature. The first phase
A3B forms quickly (∼2 MCC), and as it appears, the diffusion
tail in the B side does not allow the formation of the second
phase AB3. Then, A3B vanishes rapidly, and after 30 MCC
AB and AB3 coexist already. AB disappears after 60 MCC.

Repeating the calculations for a thicker 50-ML-thick B
film on an A substrate at the same temperature, allows us to
understand the first transient formation of A3B and its second
appearance in the phase sequence. At the beginning of the
reaction, the compound A3B that is the richest in A atoms
(stable for 0.35 < CB < 0.15 in the phase diagram) forms
on the most-abrupt side of the interdiffusion profile where
CB ∼ 0.15. Then, as CB decreases rapidly to zero at this
location of the composition gradient (A side), A3B vanishes
rapidly. The first appearance of A3B is transient because, at
this stage of the reaction, A3B forms in the interdiffusion
profile where the composition gradient increases with time
due to the diffusion asymmetry between A and B atoms. After
that, the composition gradient is very abrupt on the A side,
and, thus, all the following phases form in the diffusion tail
on the B side, as the composition gradient decreases with time
in this region of the interdiffusion profile. AB3 forms after
13 MCC where CB ∼ 0.75, and then AB forms where CB ∼
0.5. Later (t = 150 MCC), when the composition gradient in
this region reaches a lower value close to CB ∼ 0.25, A3B
again forms and grows in this side of the interdiffusion profile.
In contrast with its first appearance, for the second, A3B forms
in the least-abrupt part of the interdiffusion profile, where the
composition gradient decreases with time. This is why, at that
time, A3B can grow and its lifetime is significantly longer.

Finally, to understand why a phase can be missing in the
phase formation sequence, and why a phase can exist as a
thin layer of constant thickness, Fig. 11 presents the variations
of F0 of each phase, as well as the concentration profile of A
atoms versus depth at different reaction times corresponding to
the reaction of a 5-ML-thick film of A atoms on a B substrate
at 700 ◦C. After 7 MCC, the phases A3B and AB3 already
coexist in the sample. A3B is located on the most-abrupt side of
the interdiffusion profile, the richest in A atoms, while AB3 is
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FIG. 11. (Color online) Volume fraction F0 (left axis) of the three
ordered phases A3B (solid squares), AB (semi-solid circles), and AB3

(open triangles), and concentration profile of A atoms (solid line, right
axis) versus depth (atomic plane number, bottom axis) in the case of
the dissolution of a 5-ML-thick film of A atoms on B substrate at
700 ◦C: (a) t = 7 MCC, (b) t = 55 MCC, and (c) t = 68 MCC.
Simulations of a binary system exhibiting asymmetric compound
energies versus composition (Fig. 5), as well as asymmetric diffusion
between A and B (Fig. 6).

located on the least-abrupt side of the interdiffusion profile, the
richest in B atoms. Because of the weak penetration of B atoms
in A, and of the strong penetration of A atoms in B, the A3B
layer is very thin, while the AB3 layer is thicker [Fig. 11(a)].
One can note in Fig. 11(a) that at this moment the concentration
gradient around C = 0.5 is too abrupt to allow the formation of
AB. Later, during the reaction, the shape of the interdiffusion
profile stays almost the same, but it is shifting toward the film
A, which is consumed almost atomic plane per atomic plane
[Fig. 11(b)]. Thus, the A3B layer cannot grow, but it is shifted
toward the film of A atoms, following the interdiffusion profile,
while the AB3 layer is growing with the consumption of the A
film. For example, after 55 MCC [Fig. 11(b)], the A3B layer

is shifted two atomic planes without growing (it is centered
on plane 4 at 7 MCC, and on plane 2 at 55 MCC), and the
AB3 layer thickness increased by eight atomic planes. One
can note that, at this moment, AB is still not formed because
of the abruptness of the interdiffusion profile around C = 0.5.
Because of the strong diffusion asymmetry between A and B
at 700 ◦C, this plane-by-plane dissolution process of the film is
maintained until the surface plane is reached. Thus, when the
last atomic planes of the A film are dissolved, the concentration
of these planes changes rapidly from a concentration signif-
icantly higher than C = 0.5 [Fig. 11(b)] to a concentration
significantly lower than C = 0.5 with a low concentration
gradient [α ∼ − 0.023, Fig. 11(c)]. This process is shown in
Fig. 11(c) for t = 68 MCC. Because of this phenomenon,
during the whole reaction, the concentration gradient between
A and B can never support the formation of AB. Once A3B has
vanished, only AB3 is present in the sample, and only this phase
can grow in the composition gradient existing in the sample.
The phase AB is missing in the phase formation sequence.
The shift of the thin A3B layer without growth is explained
by the very small diffusion of B atoms in pure A and the
plane-by-plane reaction of the film. The simulations show that
the thickness of the compound layers is inversely proportional
to the concentration gradient existing in the sample around
their stoichiometry concentration and proportional to their
composition range of stability in the phase diagram.

E. Comparison with experimental results

Experimental studies7,30,31 show that when an Ni film of
tens of nanometers reacts with an Si substrate (system Ni/Si),
the phase Ni3Si does not usually appear in the sequence, and
the phases Ni31Si12 and Ni3Si2 exhibit a transient formation.
However, recent experiments32 showed that during the reaction
of a 5-ML-thick Si film on Ni (system Si/Ni), all the Si-Ni
phases seem to appear one after the other during sequential
formation. In the case of Ni/Si, in some experiments, especially
when a small concentration of Pt atoms (∼5%) is dissolved in
the Ni film,33,34 the formation of a thin NiSi layer (5–9 nm)
was observed at the interface between Si and the other phases
from the beginning of the reaction. Furthermore, this layer was
shown to not grow until all the phases of the sequence have
been consumed. These phenomena cannot be reproduced by
a symmetric system, nor by a system exhibiting asymmetric
compound formation energies versus composition. In contrast,
when the system exhibits a diffusion asymmetry, phenomena
close to the experimental observations can be simulated: (i) A
given phase existing in the phase diagram can be missing in
the phase formation sequence, similarly to the case of Ni3Si,
due to a very abrupt interdiffusion profile; (ii) a given phase
can exhibit a transient formation, similarly to Ni31Si12 and
Ni3Si2, if it forms on the most-abrupt side of the interdiffusion
profile, where the concentration profile changes faster since
atoms in this region can diffuse faster in the rest of the sample;
(iii) similarly to the experimental system Si-Ni, the phase
formation sequences for Ni/Si and Si/Ni differ due to
the interdiffusion profile asymmetry; and (iv) a phase that
forms in the abrupt part of the interdiffusion profile can exhibit
a constant thickness, rather thin, due to the local shape of the
interdiffusion profile or due to the plane-by-plane dissolution
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of the phase with which it is in contact, as observed in the case
of the thin NiSi film in contact with Si when Pt is present in
Ni. In the simulations, transient phase formation and missing
phases are observed in the case A/B. This corresponds to the
case for which the atoms of the film diffuse faster in the
substrate than the atoms of the substrate in the film. In the
experiment, this corresponds to the case Ni/Si. Indeed, the
diffusivities of A and B atoms were chosen to correspond
to the self-diffusivities of Si and Ni, respectively, but it has
been experimentally shown that during the formation of Si-Ni
compounds, the diffusivity of Si atoms can be neglected
compared to the diffusivity of Ni atoms. Our simulations rather
correspond to the case where A and B atoms both use the
vacancy mechanism to diffuse in all the phases, which is more
in agreement with a diffusion coefficient proportional to the
matrix composition. However, the experimental Si-Ni system
is more complex since Ni diffusion in Si does not use the
same mechanism as Si diffusion in Ni. Ni diffuses in Si using
the interstitial mechanism, while Si is supposed to diffuse
in Ni via vacancies. Thus, the diffusion asymmetry in the
experimental Si-Ni system corresponds to the reverse case in
simulations. The case A/B in the simulations corresponds to the
case Ni/Si in the experiment. The simulation results are, thus,
in agreement with the experimental observations: They predict
that during the reaction of an Si film on an Ni substrate, all the
phase of the phase diagram should appear during sequential
formation,32 while during the reaction of an Ni film on an Si
substrate, Ni-rich phases could exhibit a transient behavior, and
others could be missing.7,30,31 However, the thin film exhibiting
a constant thickness during reaction is in contact with A in the
simulations (region of low diffusivity for B atoms), whereas
the thin NiSi layer is in contact with Si in the experiments
(region of high diffusivity for Ni atoms). This difference may
be due to more complex diffusion properties of real Si-Ni
compounds. Indeed, in the simulation, the diffusion parameters
[Eqs. (12) and (13)] vary linearly with composition. However,
the diffusion in the Si-Ni compounds may be more complex
as these compounds exhibit different crystalline structures,
in addition to different compositions. The diffusion of atoms
may vary significantly from one phase to another since the
atomic diffusion mechanisms can differ from phase to phase.
For example, the diffusion coefficients of As35 and B36,37

were shown to exhibit large variations in Ni2Si and NiSi in
grains, as well as in GBs. In addition, stress effects on atomic
diffusion30,38–41 were not taken into account in our simulations.
For example, stress relaxation during reaction may lead to
time-dependent diffusion coefficients.

IV. CONCLUSION

Influences of reaction and diffusion kinetics on reactive
diffusion were investigated using atomistic KMC simulations,
considering the thermodynamic model of the nonregular solid
solution on a rigid fcc lattice, in the case of a binary system
composed of two types of generic atoms A and B. The
simulations show that compound bulk energy variations (i.e.,
reaction rate variations) have no effect on the phase sequence
during sequential phase formation. However, compound bulk
energy can influence the kinetics of the phase sequence
due to the relative stability of the compounds appearing
sequentially (dissolution from A-rich compounds to B-rich
compounds or vice versa). Despite the important compound
energy asymmetry of our system versus composition, the
same sequence is observed for the reaction of an A film
on a B substrate, or a B film on an A substrate, and
the same phase sequence is observed as for a symmetric
solution. In contrast, a diffusion asymmetry between A and
B atoms has a significant impact on the interdiffusion profile
and, thus, on the phase sequence. It increases the critical
thickness of the simultaneous-to-sequential phase formation
transition and modifies the order of phases in the formation
sequence. In particular, it has a significant influence on the
selection of the first phase appearing in the sequence. Due to
diffusion asymmetry, the phase sequences are not the same
for A/B and B/A systems, and transient phase formation
can be observed. Furthermore, a diffusion asymmetry can
prevent some phases of the phase diagram from appearing
during sequential formation. The simulations also show that
the diffusion asymmetry influences the phase thicknesses
and their lifetimes during reactive diffusion. The atomistic
simulations show that during reactive diffusion, sequential
phase formation does not result from a competition between
diffusion and reaction, as proposed by macroscopic models.
Sequential phase formation results from the formation of an
asymmetric interdiffusion profile due to either a size effect
between film and substrate or a diffusion competition between
the different elements of the system in the bulk of the different
compounds. Consequently, the simulations predict that the
phase formation sequence of a given binary system can be
changed by modifying atom diffusivities, for example, thanks
to the introduction of impurities.
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J. L. Lábár, V. Carron, and C. Perrin, J. Appl. Phys. 104, 114312
(2008).

36I. Blum, A. Portavoce, L. Chow, D. Mangelinck, K. Hoummada,
G. Tellouche, and V. Carron, Appl. Phys. Lett. 96, 054102 (2010).

37A. Portavoce, I. Blum, D. Mangelinck, K. Hoummada, L. Chow,
V. Carron, and J. L. Lábár, Scr. Mater. 64, 828 (2011).

38A. Portavoce, P. Gas, I. Berbezier, A. Ronda, J. S. Christensen,
A. Yu. Kuznetsov, and B. G. Svensson, Phys. Rev. B 69, 155415
(2004).

39A. Portavoce, P. Gas, I. Berbezier, A. Ronda, J. S. Christensen, and
B. Svensson, J. Appl. Phys. 96, 3158 (2004).

40D. Mangelinck and K. Hoummada, Appl. Phys. Lett. 92, 254101
(2008).

41C. Van Bockstael, K. De Keyser, D. Deduytsche, R. L. Van
Meirhaeghe, C. Detavernier, J. L. Jordan-Sweet, and C. Lavoie,
J. Appl. Phys. 104, 053510 (2008).

224101-13

http://dx.doi.org/10.1063/1.1759395
http://dx.doi.org/10.1103/PhysRevB.71.115432
http://dx.doi.org/10.1103/PhysRevB.71.115432
http://dx.doi.org/10.1063/1.2908220
http://dx.doi.org/10.1016/j.actamat.2010.06.037
http://dx.doi.org/10.1016/j.actamat.2010.06.037
http://dx.doi.org/10.1209/0295-5075/7/7/001
http://dx.doi.org/10.1209/0295-5075/7/7/001
http://dx.doi.org/10.1016/0039-6028(92)90535-E
http://dx.doi.org/10.1016/0039-6028(93)90805-T
http://dx.doi.org/10.1063/1.2905334
http://dx.doi.org/10.1063/1.2905334
http://dx.doi.org/10.1016/0038-1098(81)91067-X
http://dx.doi.org/10.1016/0038-1098(81)91067-X
http://dx.doi.org/10.1063/1.1699114
http://dx.doi.org/10.1063/1.3010297
http://dx.doi.org/10.1063/1.3010297
http://dx.doi.org/10.1063/1.1999021
http://dx.doi.org/10.1063/1.3177187
http://dx.doi.org/10.4028/www.scientific.net/DDF.237-240.825
http://dx.doi.org/10.4028/www.scientific.net/DDF.237-240.825
http://dx.doi.org/10.1063/1.3204948
http://dx.doi.org/10.1063/1.3204948
http://dx.doi.org/10.1063/1.3035836
http://dx.doi.org/10.1063/1.3035836
http://dx.doi.org/10.1063/1.3303988
http://dx.doi.org/10.1016/j.scriptamat.2011.01.015
http://dx.doi.org/10.1103/PhysRevB.69.155415
http://dx.doi.org/10.1103/PhysRevB.69.155415
http://dx.doi.org/10.1063/1.1781767
http://dx.doi.org/10.1063/1.2949751
http://dx.doi.org/10.1063/1.2949751
http://dx.doi.org/10.1063/1.2973679

