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Directed assembly of one-dimensional magic cluster arrays by domain boundaries
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The most commonly occurring boundary separating Ge-5 × 5 domains grown on Si(111) is the B[2̄ 2] domain
boundary. We demonstrate that this boundary can be used to template one-dimensional arrays of identical In and
Ga magic clusters with a lattice constant of 3.3 nm. This is larger than the lattice constant of the two-dimensional
magic cluster arrays templated by the Si(111)-7 × 7 surface reconstruction (2.7 nm), although the magic clusters
have the same structure. We also demonstrate that a necessary condition for cluster growth at the domain boundary
is the presence of faulted dimer-adatom-stacking-fault-7 × 7 half unit cells. The relatively unexplored possibility
of exploiting the unique structural and electronic properties of domain boundaries in nanostructured materials is
discussed.
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It is well known that crystalline surfaces can serve as
templates to direct the assembly of nanostructured arrays from
individual atoms or molecules.1–9 A strength of the templating
methodology is that it is a parallel process that obviates the
need for time-consuming serial assembly. For this reason,
templating is frequently used in the search for nanostructured
materials for electronic and photonic applications.3,10 There
is also interest in the development of templating strategies
for one-dimensional (1D) nanostructures, for example, using
steps on vicinal surfaces,11 because 1D nanostructures hold the
promise of novel electronic12,13 and magnetic14,15 properties.

An excellent example of 2D templating is the well-known
magic cluster phase that forms when group-III elements
(In,1,16–18 Ga,17,19,20 and Al17,21,22) and also some other
elements from outside of this group16,23–26 are added to
Si(111)-7 × 7. A scanning tunneling microscope (STM) image
of the In/Si(111)-7 × 7 magic cluster phase is presented in
Fig. 1(a). In a more conventional nucleation and growth
scenario,27,28 the surface would contain clusters of different
sizes, but here, six In adatoms and the three edge or middle Si
adatoms combine to reconstruct the center of the half unit cell
(HUC). This local reconstruction saturates the dangling bonds
in the center of the HUC and the atomic number distribution for
the clusters is strongly peaked at six. The magic clusters also
prefer to form in the faulted HUC (FHUC)16,29 [see Fig. 1(a)].
When all the FHUCs on the surface are occupied, the result is
a 2D hexagonal cluster array with a lattice constant of 2.7 nm,
defined by the underlying 7 × 7 lattice which survives the
reconstruction of the HUCs.1,16–18

Attempts to extend this technique to other dimer adatom
stacking fault (DAS) reconstructions, and thereby create arrays
with different periodicities, have so far proven unsuccessful.
For instance, the clusters that grow on Si(111)-Ge(5 × 5)
possess a variety of irregular forms of undetermined structure
that span the dimer rows between HUCs.30 So scaling the
reconstruction’s unit cell dimensions does not trivially change
the cluster spacing.31

As mentioned above, the atomic steps on vicinal surfaces
can serve as a template for directing the growth of 1D nanos-
tructures. On semiconductor surfaces, an important break-
through was the demonstration that vicinal offcuts could be
used to generate regular step arrays with exceptional structural

quality.11 These step arrays possess a low concentration of
structural defects, such as kinks,32 that are commonly found
on low index semiconductor surfaces. Because of this, vicinal
surfaces have been used as patterns for nanowires14,33,34 and
1D nanocluster arrays.35 For good reason, few attempts have
been made to use the boundary that separates different domains
on a surface36,37 as a template. Although these extended defects
have long been recognized as special sites for preferential
nucleation,38–40 domain boundaries that are both atomically
ordered and straight are very rare.41 Furthermore, to use
domain boundaries as templates it would be advantageous for
the templated species to dewet the domains and decorate the
domain boundary regions. Finding a system with all of these
properties is a formidable challenge.

The purpose of this paper is to demonstrate that, even
although it is presently impossible to control the distribution of
domain boundaries on the Si(111)-Ge system, the boundaries
between 5 × 5 domains of a particular type or character can
be used to direct the growth of both In and Ga into 1D magic
cluster arrays. This effect is particularly striking because the
5 × 5 domains act as sources of In or Ga atoms; there is mass
transport from the 5 × 5 domains to the domain boundaries
leading to decoration of the boundary regions. These arrays
that subsequently form at the domain boundaries are 1D with
a lattice constant of 3.33 nm. Consequently, they have reduced
dimensionality and increased spacing compared to those found
on 7 × 7.

But before discussing the growth of clusters on 5 × 5 do-
main boundaries, we will describe cluster growth on surfaces
that contain domains of both 5 × 5 and 7 × 7. Such multiphase
surfaces were prepared by solid phase epitaxy (SPE), where
Ge—in this case a subbilayer coverage of 0.4 bilayers (BL)—
was deposited onto a Si(111)-7 × 7 surface held at room
temperature. This yielded an amorphous overlayer that when
annealed for 15 min at ∼475 ◦C generated well-ordered islands
of both 5 × 5 and 7 × 7 on 7 × 7 (Fig. 2).42 Because Ge
intermixes with Si,43–47 the exact stoichiometry of the surface
is unknown. Magic clusters were grown, according to a
well established recipe16,17,21 by exposing these surfaces to
0.01–0.07 ML (monolayers) of In or Ga with the substrate
held at 150 ◦C. As is clear from the STM image presented
in Fig. 2(b), In atoms form magic clusters on the 7 × 7
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(a) (b)

FIG. 1. (Color online) (a) STM image of In magic clusters on
Si(111)–7 × 7 (22 × 22 nm2; VS = +1.0 V, empty states). The labels
F and U indicate the position of the faulted and unfaulted 7 × 7 unit
cell halves, respectively. (b) The accepted structure for the In magic
cluster.16 The lattice constant of the 7 × 7 unit cell, and hence the
nearest neighbor spacing for FHUC clusters, is 2.7 nm.

domains, whereas the 5 × 5 domains are left bare. Ga behaves
in the same manner, and in what follows, the behavior of In
and Ga will be identical. Similar results have been reported
for Ge clusters, although their structure differs substantially
from the group-III clusters of interest here.39 These results
indicate that In forms magic clusters exclusively on the 7 × 7
reconstruction; that the differences between, and intermixing
of, Ge and Si are less important than the structural differences
between 7 × 7 and 5 × 5; and that adsorption of any type is
inhibited on 5 × 5 relative to 7 × 7. This behavior will allow
(see later) 5 × 5 domain boundaries to be decorated with magic
clusters.

For cluster growth, the key structural features in each 7 × 7
HUC are the three restatoms and the three edge adatoms. In
the cluster, each edge adatom displaces towards the center
of the HUC and coordinates to the nearest restatoms through
a metal atom [Fig. 1(b)]. This saturates six dangling bonds
on the adatoms and restatoms, without changing the Si/Ge
content of the HUC. On the other hand, each HUC of 5 × 5
contains three symmetrically equivalent adatoms, but only one
restatom [Fig. 2(c)]. On this surface, the analogous magic
cluster reduces the number of dangling bonds by only one, a

(a) (b)

(c)

FIG. 2. (Color online) (a) A bare multiphase surface of Si(111)-
Ge, containing islands of both 5 × 5 and 7 × 7, grown by SPE at
∼475 ◦C (33 × 55 nm2, VS = +1.5 V). (b) The same surface exposed
to In. Magic clusters grow only on 7 × 7 domains (40 × 45 nm2,
VS = +1.5 V). (c) Model for the 5 × 5 structure.

(a)

(b) (c)

(d)

FIG. 3. (Color online) STM images of 5 × 5 domains and domain
boundaries grown by Ge SPE on Si(111). (a) Domains of 5 × 5
(33 × 60 m2, VS = +1.73 V, empty states). (b) Empty and (c) filled
state images of B[2̄ 2] boundaries (10 × 27 nm2, VS = +1.73 V;
10 × 10 nm2, VS = −1.50 V). The boundary unit cells are outlined.
(d) Atomic model of the B[2̄ 2] boundary unit cell. The unit cell
outlined by the dashed line is a truncated 7 × 7 unit cell that retains
faulted (left) and unfaulted (right) half unit cells.

poor thermodynamic motivation, and requires the removal of
two Si/Ge adatoms from the HUC, a strong kinetic inhibition.

Highly ordered domain boundaries were created to in-
vestigate their effect on cluster growth. In a manner similar
to what was described above, SPE was used to prepare
surfaces reconstructed exclusively as 5 × 5, by depositing
Ge onto a room temperature substrate at a complete bilayer
coverage followed by annealing at a higher temperature of
≈500 ◦C. As seen in Fig. 3(a), the high nucleation density
on the amorphous intermediate leads to many domains of
well-ordered 5 × 5.42 Dividing the reconstruction domains is a
network of boundaries, distinguished by the wide corner-hole
like features. Several different types of boundaries are visible
and these meet one another at kinks and vertices.

We have developed a nomenclature, based on the one
introduced for 7 × 7 in Ref. 37, for indexing the 48 shift
boundaries possible on 5 × 5.48 Briefly, a boundary is iden-
tified by two parameters, its direction of propagation and the
vector misfit between the two domains. A boundary is known
as A type if it runs along the 〈101̄〉 family of directions,
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and B type if it runs along one of the 〈112̄〉 directions.
Interestingly, boundaries that run along the latter directions
do not appear on Si(111)–7 × 7.37 The second parameter is
the shift vector which describes the misregistration of one
domain relative to the other, expressed in terms of the 2D
surface unit vectors. Registration of the reconstruction with the
substrate below means that the shift is restricted to 24 discrete
possibilities. This is different from free graphene which can,
in principle, adopt a continuum of possible shifts and tilts.49

Together, the shift and translation vectors define the boundary
conditions, and hence the atomic arrangement, for the narrow
strip where two domains meet. Thus, the atomic structure that
results for each unique combination of boundary parameters is
itself unique, and we refer to it as a boundary’s character.
The long cool anneal at a temperature of 500 ◦C leads to
many boundaries that are straight and uniform, and possess a
well-defined unit cell. The dominant boundary type is the one
shown in Figs. 3(b) and 3(c), which in our labeling scheme is
B[2̄ 2].

Figure 3(b) contains an empty-state STM image showing
a straight and highly ordered structure that is characteristic of
the achiral B[2̄ 2] boundary.48 The boundary unit cell has 10
adatoms in a truncated diamond arrangement separated from
adjacent boundary cells by a deep, elongated corner hole. From
filled-state images, such as Fig. 3(d), it is clear that the unit cell
contains two inequivalent halves. The periodicity parallel to
the boundary is that of the 5 × 5 domains: 5

√
3a = 3.33 nm,

where a is the ideal 1 × 1 Si(111) periodicity (0.384 nm), while
at its widest point the unit cell has a width of 7a = 2.69 nm.

The structure shown in Fig. 3(d) is constructed from DAS
moieties so as to minimize the number of dangling bonds.
It essentially consists of a truncated 7 × 7 unit cell, where
the two adatoms at opposite ends of the unit cell have
been removed and the corner hole expanded. The remaining
10 adatoms image as the bright protrusions in the empty state
images. The stacking fault divides the cell into faulted and
unfaulted HUCs resulting in the asymmetry observed in the
filled state image. This model leaves additional dangling bonds
on four dimer layer atoms, and three bulk atoms at the bottom
of the boundary hole. Importantly, within each HUC, the 3
restatoms and remaining 5 adatoms are largely unchanged
from their arrangement in native DAS-7 × 7.

When In or Ga is deposited on a surface with a high density
of 5 × 5 domain boundaries, the interiors of the 5 × 5 domains
remain largely unadorned, consistent with the dewetting of
5 × 5 described above. Instead, the metal segregates to the
domain boundaries and, crucially, the degree of decoration
depends on the character of the boundary. This is illustrated
in Fig. 4 where both In and Ga magic clusters are found in
the faulted half cells of the B[2̄ 2] boundaries. The A-type
boundaries are found to be bare and the few clusters that do
form there (not shown) have irregular structure. In contrast,
the B[2̄ 2] boundary is densely covered with magic clusters.

The magic clusters found on B[2̄ 2] domain boundaries are
faithful reproductions of those found on 7 × 7.16 For example,
the different shapes of In and Ga clusters is duplicated.
The more sp3-like coordination of the corner In adatoms17

leads to a triangular appearance for In clusters rather than
the more compact shape seen for Ga [Figs. 4(b) and 4(c)].
This preservation of the cluster appearance is compelling

(a)

(b)

(d)

(c)

FIG. 4. (Color online) STM images of linear arrays of magic
clusters grown on B[2̄ 2] boundaries. (a) In clusters on two B[2̄ 2]
boundaries meet at a vertex near the top left of the image (16 ×
28 nm2, +1.79 V), (b) and (c) Ga clusters (10×30 nm2, +2.46 V; 12 ×
28 nm2, +2.46 V). Note the bare A[0 2] boundaries. (d) Structure of
B[2̄ 2] boundary magic clusters.

evidence that clusters on the boundary share the same atomic
arrangement as those on 7 × 7. The B[2̄ 2] boundary, after all,
is a strip of 7 × 7. Based on this, an atomic model, constructed
by combining the model for B[2̄ 2] [Fig. 3(d)] with the known
structure for group-III 7 × 7 magic clusters,16,50 is shown in
Fig. 4(d). The clusters reduce the number of substrate Si/Ge
dangling bonds from 23 per boundary unit cell to 17. The
B[2̄ 2] boundary thus templates a 1D array of magic clusters.

Conventionally, domain boundaries are regarded as special
sites for nucleation due to the higher density of dangling bonds
present there.38–40 Indeed our structural models of the observed
boundaries all have higher dangling bond densities than 5 × 5.
But cluster growth on domain boundaries exhibits a preference
for boundaries of different characters that goes beyond simple
dangling bond density. As an example, consider the chiral
A[0 2] boundary found in Figs. 4(a) and 4(c) which, unlike
the adjacent B[2̄ 2] segments, remains bare. The unit cell of
this boundary is also a truncated half cell of 7 × 7 that differs
from B[2̄ 2] only in the details of the corner hole, and more
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(a)

(b)

(c)

FIG. 5. (Color online) In on B[2̄ 2] boundaries at coverage φ =
1.39 (a), and φ = 1.98 (12 × 33 nm2 and 15 × 33 nm2). (c) Plot
of HUC preference with boundary coverage. Dark points show the
preference on B[2̄ 2] boundaries. The faint points show the behavior
on 7 × 7, and the trendline is a guide to the eye for In magic clusters
on 7 × 7 adapted from Ref. 18 and references therein.

importantly by the fact that it is a single unfaulted half cell.48

A[0 2] has a higher dangling bond density than B[2̄ 2] (0.56 per
1 × 1 unit cell versus 0.51), but the difference in subsurface
stacking sequence is enough to deter cluster formation on this
boundary relative to B[2̄ 2]. The other boundaries deviate even
more strongly from the atomic arrangement required by In and
Ga to form stable magic clusters, so their affinity for cluster
formation is suppressed even further.

Both In and Ga magic clusters grown on B[2̄ 2] maintain
their FHUC preference with increasing coverage. Since the
B[2̄ 2] boundaries collect metal adsorbates from a catchment
area defined by the adatom mobility and the proximity of
other B[2̄ 2] boundaries, the global adsorbate coverage is
less important than the local density of domain boundaries.
Therefore, as a local measure of coverage we introduce φ, the
ratio defined by the number of B[2̄ 2] clusters divided by the
number of available B[2̄ 2] UCs: half coverage corresponds
to φ = 1, full coverage to φ = 2. Figures 5(a) and 5(b)
show B[2̄ 2] boundaries with In coverages above half filled.
At φ = 1.98 [Fig. 5(b)] essentially all B[2̄ 2] HUCS are
occupied and the excess In begins to decorate sites within
the 5 × 5 domains. At the boundary, the result is a 1D array
of clusters with a lattice defined by the B[2̄ 2] periodicity
with two oppositely pointing clusters in each unit cell. The
center-to-center spacing between two clusters in the same
unit cell is the same as that found for fully covered cluster
arrays on 7 × 7 (1.55 nm).16,17 The spacing of a cluster with
its neighbor in the next unit cell is larger (1.77 nm), and the two
are separated by the boundary hole which lies between them.

The HUC preference is quantified by P = f/(f + u),
where f and u are the fraction of faulted and unfaulted B[2̄ 2]
HUCs that are occupied by a magic cluster. This definition
accounts for the extra or missing HUCs that appear at kinks of
the boundary. With equal numbers of F/UHUCs it reduces to
the usual definition found in Ref. 18. A plot of preference as a
function of coverage [Fig. 5(c)] shows that In and Ga clusters
on B[2̄ 2] boundaries both maintain a strong preference for

FHUC formation and follow the trendline for In clusters on
7 × 7 proposed in Ref. 18. This enhanced FHUC preference
for Ga clusters may be caused by Ge intermixing within the
pseudo-7 × 7 unit cell. This alloying has been previously seen
to alter the preferred reconstruction for In overlayers,51 extend
the adsorbate diffusion length,52 and enhance the stability of
Al magic clusters.53

We have demonstrated that domain boundaries on
Ge/Si(111)-7 × 7 can be used to template 1D arrays of both
In and Ga magic clusters with a lattice constant of 3.33 nm.
The strategy we have adopted is to use SPE to grow long
straight B[2̄ 2] boundaries, that are essentially strips of 7 × 7
embedded within regions of 5 × 5. We have taken advantage
of the fact that magic clusters do not wet 5 × 5. Instead, In
adatoms move to 7 × 7 half cells within the B[2̄ 2] boundary
that are unstable against magic cluster formation.

The templating strategy that we have described above
clearly illustrates proof-of-principle for the Ge/Si(111)-7 × 7
system. However, to take full advantage of the boundaries
as templates we clearly need more control of the domain
boundary network. As mentioned above, the realization that
the regular arrays of steps on vicinal surfaces could be used
to template a variety of nanoline structures allowed a large
number of 1D systems to be grown. We need an analogous
breakthrough for domain boundaries. If the domain boundary
networks could be organized into regular arrays, then new
surface phases could be fashioned.

Our results, however, clearly demonstrate that there is utility
in considering domain boundaries as features that can be
exploited for their unique structural and electronic properties.
This contrasts with the more traditional perspective, that
domain boundaries are unwanted structural imperfections.36,37

We are aware of two other experimental studies that have
exploited the properties of domain boundaries, both involving
systems that are quite different from Ge/Si(111)-7 × 7. First,
Lahiri et al.54 created extended 1D topological defects, or
domain boundaries, in graphene. The boundaries contained
octagonal and pentagonal rings and due to doping action, they
behaved as 1D metallic wires. Secondly, boundaries between
domains of surface adsorbed molecules have been used to
confine a second molecular species in a geometry conducive
to photoreaction.55 In this case, the special geometry of the
domain boundary makes the regioselective chemistry possible.
All three studies mentioned above, exploit the fact that the
physical properties of boundary regions are distinct from the
properties of the adjacent domains, but to different ends. This
suggests that the creation of nanostructured boundary arrays
could, in the future, lead to materials with physical properties
that could be exploited in devices and sensors.
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