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Transport properties of HfO2−x based resistive-switching memories
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Transport measurements of both the dc and the low-frequency ac are performed on Pt/HfO2−x /TiN resistive-
switching memory cells at various temperatures. The conductance of the pristine cells has a power law ωST N

relationship with temperature and frequency. To account for the much larger conductance of both the high
resistance states (HRSs) and the low resistance states (LRSs), an additional conductance term associated with
oxygen vacancy filaments is added, which is independent of the cross-sectional area of the memory cell. This
additional component of conductance in a HRS is frequency independent but temperature dependent, showing the
small polaron originated transport, with an activation energy of 50 (2.1) meV at temperatures above (below) half
of the Debye temperature, which agrees with the analysis of the electric field dependence data. The frequency-
and temperature-dependent conduction of HRSs indicate the existence of polarization centers which facilitate
the transport and make HfO2−x highly polarizable. However, the additional conductance term associated with
filaments in LRS, of an order of ∼105 S m−1, exhibits a weak metallic behavior in temperature-dependent
measurements. Properties of aligned oxygen vacancy chains on the (1̄11) surface are calculated by first-principles
simulation. Through analysis of the partial density of states and spatial distribution of the wave function of
impurity states generated by oxygen vacancies, this weak metallic behavior is attributed to the delocalization of
the impurity band associated with aligned oxygen vacancies.
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I. INTRODUCTION

Resistance switching, which refers to the alternating of the
conductance in solids triggered by the external electrical field,
is a very fundamental physical phenomena observed since
the 1960s.1 Subsequent studies and reviews started in 1970
have demonstrated its potential application on nonvolatile
memory.2,3 Recently, with the advancement of complementary
metal-oxide semiconductor (CMOS) fabrication technology,
resistive-switching random access memory (RRAM) has been
intensively studied4,5 and is considered one of the candidates
of next-generation nonvolatile memory due to high program-
ming speed, CMOS compatibility, and ease of fabrication.6

Materials showing stable resistive switching include metal
oxides (especially transition-metal oxides such as HfO2, NiO,
and TiO2), metal sulfides, metal nitrides, and carbon based
materials.

Among these materials, HfO2 based RRAM has been
widely reported. As HfO2 is widely used in transistor gate di-
electric stack, its resistive-switching characteristics are of great
importance to both memory and logic circuit applications.
Various HfO2 based capacitor structures have been reported
with resistive-switching behaviors.7 Popular explanations on
current transport include Schottky barrier modification at
electrodes, migration of electrode ions (impurity metal ions
diffusion), space-charge-limited current, Mott’s variable range
hopping via defect states, and filamentation by ordered oxygen
deficiency.8–13 However, there is no unified mechanism of
transport and switching developed for RRAM. For different
systems, there are different kinds of interpretations.

For valence change mechanism and thermal chemical
mechanism based redox RRAM, recent physical characteriza-
tion studies on HfO2−x ,14 NiO1−x ,15,16 SiO2−x ,17 SrTiO3−x ,18

and TiO2−x
12,13,19 have provided evidence of the existence of

dielectric breakdown induced oxygen vacancies. Electronic
properties of these materials are very sensitive to local
configurations of oxygen vacancies.20,21 Reviews of oxygen
vacancy percolations in redox RRAM have been made by
Waser,22 Akinaga,23 Kügeler,24 and Szot.25 According to
the oxygen vacancy percolation scenario, the low resistance
state (LRS) is formed by an oxygen deficient percolation
path stochastically which connects the anode and cathode.
However, the filament is ruptured or partially ruptured in the
high resistance state (HRS) because oxygen ions drift back
and recombine with oxygen vacancies. Considering that point
defects tend to segregate at grain boundaries and surfaces
where diffusion barriers are lower,26–29 effective pathways of
oxygen vacancy should be along grain boundaries or surfaces.

But the role of oxygen vacancies in electron transport is not
clear in HfO2−x based RRAM. HfO2−x is a highly polarizable
medium where carriers in intrinsic HfO2−x will be self-trapped
by forming polarons.30,31 In this work, we take low-frequency
ac conductivity measurements at various temperatures to probe
the electronic properties of filaments. Both HRS and LRS cells
are of an additional frequency-independent conductance term
despite the power-law term inherited from pristine cells. For
HRS cells, such a term is strongly temperature dependent,
while for LRS cells the temperature dependence is much
weaker. The HRS conduction can be well described by
small polaron hopping in a temperature range above half of
the Debye temperature, and LRS exhibits a weak metallic
nature. First-principles simulation has been performed to
analyze oxygen vacancies on the surface of HfO2−x . (1̄11)
and (111) surfaces are relatively stable among various facets.
The formation energy of oxygen vacancy in the vicinity
of the surface is lower than that in the bulk. One stable
oxygen vacancy configuration is shown to align in the [101]
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FIG. 1. (Color online) (a) Schematic illustration of a
Pt/HfO2−x /TiN RRAM cell structure. (b) Cross-sectional HRTEM
image. The TiOxNy interfacial layer can be identified. (c) XRD of a
HfO2−x RRAM cell. HfO2−x is of the polycrystalline phase. Dominant
phases are (1̄11) and (111).

direction. The weak metallic nature of LRS results from the
delocalization of the impurity state with t2g character inside
the band gap.

II. SAMPLE PREPARATION AND PHYSICAL
CHARACTERIZATION

The HfO2−x RRAM cells in this study are of the structure
shown in Fig. 1(a). The Pt bottom electrode is deposited by
radio frequency sputtering onto the Ti adhesion layer. The
sputtered Hf is annealed in oxygen ambient for 5 min. at
450 ◦C to form the switching HfO2−x layer with a thickness of
∼10 nm as revealed by high-resolution transmission electron
microscopy (HRTEM) [see Fig. 1(b)]. Top electrodes are
produced by patterning the reactive sputtered 100 nm TiN
film with a diameter ranging from 100 μm to 500 μm.
A Keithley 4200-CVU semiconductor analyzer carries both
low-frequency (1 KHz to 1 MHz) and dc characterization with
the aid of a SUSS cryogenic probing system cooled by liquid
helium.

The HRTEM image [see Fig. 1(b)] shows the formation
of a TiOxNy interfacial layer between the HfO2−x and TiN
in an as-deposited device, which has also been reported by
Jorel.32 This interfacial layer may serve as an oxygen reservoir
which can absorb and release oxygen ions during the switching
process.

X-ray diffraction (XRD) taken on HfO2−x without TiN top
gate cells indicates a polycrystalline nature of the dielectric
film. (1̄11) and (111) are the dominant phases with strong
peaks [see Fig. 1(c)].33

Repeatable switching behaviors have been demonstrated in
our previous study.34 The pristine cells have a typical forming

voltage around 5 V. The LRS cells can be reset to an HRS by
applying a negative voltage on the top TiN electrode. Typical
reset voltage is ∼− 2.5 V. To set the cells again to LRS, an
average set voltage of ∼1.5 V is desired. The on/off ratio is
around 100. More than 103 cycles of switching have been
achieved by using dc sweep. The retention of data at 120 ◦C
lasts for >104 s.

III. RESULTS AND DISCUSSION

A. Room-temperature dielectric response

The admittance Y is typically written as the sum of
conductance G and susceptance B multiplied by the imaginary
unit i.

Y = G(ω,T ) + iB(ω,T ) = G(ω,T ) + iωC(ω,T ). (1)

Here G(ω,T ) is the function of angular velocity ω at
temperature T , while B(ω,T ) can be alternatively expressed
as the product of equivalent capacitance C(ω,T ) and angular
velocity ω.

1. Pristine state

For pristine cells, as shown in Fig. 2(a), it shows a
typical non-Debye response commonly observed in polycrys-
talline/amorphous semiconductors, which is also regarded as
the Curie–von Schweidler’s behavior described by Eq. (2).35,36

G(ω,T ) = Gconstω
S(ω,T )T N(ω,T ), (2)

where Gconst is a real constant. Under constant temperature
conditions, the conductance equation can be simplified [see
Eq. (3)]:

G(ω) = G0ω
S(ω). (3)

This behavior has been reported for HfO2−x and TiO2−x

dielectric thin-film devices in recent years.37–39 The origin
of this non-Debye-type response comes from localized states
deep within the principal band gap. The formation of these
states results from the disorder, such as dislocations, impuri-
ties, or oxygen vacancies. Under paired sites approximation,
electrons confined in these localized states can shuttle between
the nearest-neighboring localized states and the original states
under an external periodic electric field. The exponents S and
N in Eq. (2) are functions of both frequency and temperature,
and their frequency and temperature dependence are strongly
related to the underlying charge transport mechanism, which
characterizes the nonlinear dependence of ln(G) on ln(ω) and
ln(T ) at the specified temperature and frequency. Historically,
the admittance with exponent S was first reported by Pollak40

and adopted by subsequent studies.35,36,41–44 The temperature
exponent N was introduced by Long.35 Systematic reviews
of the power law described in Eq. (2) were given by Long
and Elliot where theoretical formulations were provided.35,36

According to Long, a very possible scenario of the dielectric
loss in an amorphous or polycrystalline semiconductor is
electrons traveling between two neighboring defect sites under
an applied periodic electric field. With the partition function
constructed for this grand canonical ensemble, the rate equa-
tion in equilibrium is established.35 The effect of the external
field is modeled by introducing a small perturbation which
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FIG. 2. (Color online) (a) Typical room-temperature (T = 300 K)
conductance G of pristine, high resistance state, and low resistance
state cells in frequency f range 1 KHz–1 MHz. The solid blank line is
based on numerical fitting of Eq. (3). (b) Typical room-temperature
(T = 300 K) equivalent capacitance C (C = Im(Y )/ω) of pristine,
high resistance state and low resistance state cells in frequency f

range 1 KHz–1 MHz. The solid blank line is based on numerical
fitting of Eq. (4). The fitted S and G0 are in agreement with those
in (a).

changes the equilibrium occupation probability of two sites.
Fourier-transformed conductivity is expressed as a function of
ω, E1, E2, and τ (R,E1,E2), where ω is the frequency, E1 and
E2 are the energies of electrons localized in the neighboring
sites, and τ is the relaxation time which depends on the nature
of transport (i.e., correlated barrier hopping, tunneling, small
polaron tunneling, or large polaron tunneling).35 Suggesting
empirical forms of τ (R,E1,E2), the frequency and temperature
dependence of S(ω,T ) and N (ω,T ) have been calculated for

different types of charge transport by Long and Elliot.35,36 A
more specific formulation of dielectric loss caused by small
polaron adiabatic hopping was given by Emin, which will be
presented in the following section.45 At room temperature, in
a low-frequency regime (f <1 MHz), the frequency exponent
S is appropriate to be approximated as a constant with a
value between 0 and 1. In this case, the imaginary part of the
admittance [or equivalently, C = Im(Y )/ω] can be calculated
by Kramers-Kronig transform.35,36,40,41

C = G0ω
S−1 tan

(
Sπ

2

)
. (4)

The fitted S of the pristine state cell is 0.936. This agrees
with the fitting of conductance G based on Eq. (3) where
the fitted S equals 0.939 [see Figs. 2(a) and 2(b)]. The fitted
prepower factor G0 is consistent also.

The area dependence of dielectric response has been
investigated. The mean value of exponent S of five random
cells is ∼0.906, fitted in the frequency range from 1 KHz
to 10 KHz, consistent with literature (see Table I).9,10,37–39

The capacitance is thus slightly decreasing with frequency.
The reason for fitting in a very low-frequency range [see
Fig. 2(a)] is to avoid increasing external circuit influence
with frequency. The presence of very large S (∼2) and fast
decreasing capacitance when the frequency approaches 1 MHz
has been reported.10,38 Such a parasitic effect lies on contacts
as derived by Gonon.38 The parasitic effects on HRS and
LRS capacitance and numerical fitted equivalent circuits are
discussed in the next section on equivalent circuits. Another
feature of the pristine cell is that its conductance G has area
dependence. As shown in Table I, G0 increases with area.
Ideally it scales linearly with area. The observed deviations
may be due to the nonuniform sputtered HfO2−x thin film.

The pristine cell has a non-Ohmic dc I -V characteristic.
For a D = 100 μm cell, its resistance is typically 107�–109�

at 1 V, which corresponds to a bulk resistivity ∼108 � m
representing an insulating dielectric nature.

2. High resistance state and low resistance state

The conductance of HRS cells differs from that of pris-
tine cells by including a frequency-independent component
Gdc,HRS(T ).39

G(ω,T ) = Gdc,HRS(T ) + G0ω
S(ω,T )T N(ω,T ). (5)

Its frequency independence makes a direct contribution to
dc conduction, which results in a larger leakage current than
that of pristine cells.

TABLE I. Fitted room-temperature (T = 300 K) conductance G parameters for pristine, high resistance state and low resistance state
cells with diameters ranging from 100 to 500μm. G0 shows significant area dependence while Gdc,HRS and Gdc,LRS do not have evident area
dependence [see Eqs. (3), (5), and (7)].

Diameter (μm) S G0 (S) Gdc,HRS (S) Gdc,LRS (S)

100 0.959 2.30 × 10−11 1.01 × 10−5 2.26 × 10−3

200 0.859 2.93 × 10−10 1.26 × 10−5 1.44 × 10−3

300 0.939 3.51 × 10−10 1.50 × 10−5 1.39 × 10−3

400 0.872 1.21 × 10−9 9.94 × 10−6 1.19 × 10−3

500 0.903 1.45 × 10−9 1.50 × 10−5 2.27 × 10−3
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The capacitance of the HRS cell is slightly below that of the
pristine cell, consistent with literature.10,38,39 The difference
between HRS capacitance and that of the pristine cell most
probably comes from contacts influence. In a measurement
setup, it is inevitable to have an external resistance Rexternal in
series with the dielectric thin film. This causes the reduction
in Im(Y ) according to Eq. (6). (The other external circuit
component, Lexternal, is neglected here.) It can be seen that the
smaller the HRS film resistance RHRS, the larger the reduction
in capacitance. A more detailed circuit model with numerical
fitting is presented in the next section.

CHRS = Im(Y )

ω
= ωC(

Rexternal
RHRS

+ 1
)2 + (ωCRexternal)2

. (6)

In contrast with G0, the Gdc,HRS(T ) has no significant
area dependence (see Table I) A possible scenario is that the
frequency-independent component Gdc,HRS(T ) is caused by
the partially ruptured filament which has no area dependence.
It is also noticed that the value of Gdc,HRS(T ) is relatively
random. This may originate from the fact that the formation
and rupture of the filament is not controllable.

Similar to HRSs, the conductance of LRSs can be described
as the sum of a frequency-independent term and a non-Debye
response term.

G(ω,T ) = Gdc,LRS(T ) + G0ω
S(ω,T )T N(ω,T ). (7)

In the frequency range from 1 KHz to 1 MHz, the
dc component may be much larger than the second term
[see Fig. 2(a)]. This simply results in an overall frequency-
independent response:

G(ω,T ) ∼= Gdc,LRS(T ). (8)

The capacitance of the LRS cell is of similar magnitude
with the HRS cell and pristine cell.10,38,39 The same as the
HRS case, the lowering of the overall capacitance compared
with the pristine cell is caused by contacts (i.e., external
resistance in series with dielectric film). Since Gdc,LRS(T ) is
much larger than Gdc,HRS(T ), the lowering of the capacitance is
more apparent than that of HRS. This leads to an even smaller
Im(Y ) in LRS. The rapid decrement near 1 MHz proves the
existence of the external inductance Lexternal in series with the
dielectric film, which is investigated by numerical fitting in the
next section also.8,24

Gdc,LRS(T ) has no clear area dependence, the same as for
HRS cells. In literature, filamentary switching is frequently
reported of the area-independent resistance in the LRS of the
VCM redox RRAM. However, the transport process in the
HRS is not simply determined by the filament. Both area-
dependent and area-independent HRS resistance have been
reported for the HfO2−x based RRAM. (See, for instance, the
strong area-dependent HRS resistance that has been witnessed
in TiN/Ti/HfO2/TiN RRAM,7 and the weakly area-dependent
HRS resistance that has been seen in Pt/ZrO2/HfOx /TiN
RRAM.46) This probably relies on the competition between
current contribution from the ruptured (or shrunken) filament
and the rest of the interface. In our work, both the HRS and LRS
of Pt/HfO2−x /TiN show area-independent resistance which is
dominated by filament based transport.

3. Equivalent circuit model

In the room-temperature Cole-Cole plot, the pristine cell
has a typical nonideal capacitor behavior since amorphous
and polycrystalline dielectrics follow the universal power law
given by Eq. (3) (see Fig. 3). As mentioned in the previous
section, this constant exponent S assumption is appropriate in
the low-frequency range. With consideration of the Kramers-
Kronig relation, the impedance of ideal pristine cell ZCPD is
given by

ZCPD = 1

Gpristine
= 1

G0ωS + iωC

= 1

G0ωS + iG0ωS tan
(

Sπ
2

) = cos
(

Sπ
2

)
G0ωS

ei[−(Sπ/2)]. (9)

Since its phase (− Sπ
2 ) is only exponent S dependent and

S is constant in the frequency range of experiment, the
phase is therefore a constant. Such a device is also referred
as a constant phase device (CPD). However, in equivalent
circuit modeling, an ideal CPD could not well describe the
low-frequency response of the HfO2−x thin film. This is

FIG. 3. (Color online) (a) Room-temperature (T = 300 K) Cole-
Cole plot of a pristine cell in frequency f range 1 KHz–1 MHz. The
solid line is based on fitting with the equivalent circuit. The schematic
shows the possible scenario in HfO2−x . (b) Room-temperature (T =
300 K) Cole-Cole plot of a high resistance state cell in frequency f

range from 1 KHz to 1 MHz. The solid red line is based on fitting with
the equivalent circuit. (c) Room-temperature (T = 300 K) Cole-Cole
plot of a low resistance state cell with frequency f range from 1 KHz
to 1 MHz. The solid green line is based on fitting with the equivalent
circuit.
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because an ideal CPD has no dc conductance, which is revealed
by Eq. (10):

Re[G(ω)]|ω=0 = G0ω
S |ω=0 = 0. (10)

In reality, dc leakage current is inevitable in the HfO2−x

thin film. Thus, a parallel resistor is included to model the
dielectric film. For the pristine HfO2−x cell, the main source of
dc leakage current comes from native defects. For the HfO2−x

cell in LRS, the percolation of oxygen vacancies is responsible
for dc leakage current, and most probably dc leakage in HRS
is caused by a partially ruptured filament. These scenarios are
summarized in Fig. 3. As shown in Fig. 3(a), a resistor, Rpristine,
is in parallel with CPD to account for all dc leakage currents
in the nonideal dielectric film. Contact influence is absorbed
by a resistor, Rexternal, and an inductor, Lexternal, which are in
series with the dielectric film. For the pristine cell, this contact
influence is limited because of the very large Rpristine. The
Cole-Cole plot of the pristine cell shows a straight line in
the corresponding frequency range. However, HRS and LRS
cells are of small parallel resistance RHRS and RLRS, which are
the reciprocals of Gdc,HRS and Gdc,LRS, respectively [see the
inset of Figs. 3(b) and 3(c), Gdc,HRS = 1/RHRS and Gdc,LRS =
1/RLRS]. Thus, their electrical performance is more likely to
be affected by Rexternal (∼310 �) and Lexternal (∼5 × 10−7 H),
consistent with reported Rexternal for cells with a similar cross-
sectional area which ranges from ∼4.5 � to ∼1000 �.47–49

For instance, ideal HRS cells should have a semicircle curve
in the complex impedance plane. However, due to external
inductance Lexternal, the circle center falls slightly below the x

axis.47–49

The fitted S for a CPD is 0.94 (see Fig. 3). This is consistent
with the previous fitting where S = 0.936 [based on Eq. (4)]
or 0.939 [based on Eq. (3)]. The fitted G0 is also of a similar
value with the previous fitting which does not include the effect
from contact resistance and inductance (see Fig. 2).

The fitted HRS and LRS resistances are 2.7 × 104 �

and 1.6 × 102�, respectively [see Figs. 3(b) and 3(c)]. If the
diameter of the cross section of a filament is considered to be
several tens of nanometers, the resistivity of the LRS filaments
will be ∼10−5� m, which is in the range of amorphous metal
resistivity. On the other hand, the resistivity of HRS filaments
is about 10−3� m, which implies HRS filaments are more
semiconductor-like.18

B. Temperature-dependent dielectric response

Although temperature-dependent I -V characteristics have
been reported with a HRS/LRS in HfO2−x ,34,38 there is no
systematical study on the temperature-dependent dielectric
response of a HRS/LRS in HfO2−x, by which, the experi-
mental significance of small polaron hopping in HRSs and
delocalization of the impurity band of oxygen vacancies in
LRSs are observed.

1. Pristine state

For a pristine sample, as a typical polycrystalline/
amorphous material, its temperature dependence has been
reviewed by Long21,22 and Elliot.35,36 In a low-frequency
range, since it is inevitable to have dc leakage current in thin
dielectric films, there always exists an Rpristine [as illustrated in

Fig. 3(a)] which dominates in the low frequency. Depending
on the nature of the leakage current, Rpristine can have different
types of temperature dependence.21,22 On the contrary, RHRS

(or Gdc,HRS) and RLRS (or Gdc,LRS) are filaments oriented, and
their presence is caused by percolation of oxygen vacancies.
In the high-frequency range, G0ω

S(ω,T )T N(ω,T ) consists of a
much larger weight over Rpristine. Therefore, a pristine cell
shows no difference to a HRS cell. In the high-frequency range
(from 100 KHz to 1 MHz, to bypass a potential dc component),
it is observed that room-temperature G0ω

S(ω,T )T N(ω,T ) has
very weak temperature dependence that G(ω,T ) slightly
increases with temperature, which is consistent with the
observation of HRSs discussed in the next section.

2. High resistance state

Temperature-dependent Cole-Cole plot. The dc I -V curve
of HRS cells has significant temperature dependence, as
mentioned. However, the origin of this dependence is not
clearly specified in previous studies. It has been reported that
resistive switching can be due to either bulk filament formation
or interface modification.23 In the interface resistive-switching
model, a Schottky barrier is formed between the dielectric
layer and metal electrode. The barrier height is affected by
the chemical property of the dielectric layer, which results
in an overall resistance change.23 A temperature-dependent
Cole-Cole plot is employed to analyze the origin of this
temperature dependence that determines whether it is caused
by the bulk dielectric film or by the Schottky barrier at the
interface [see Fig. 4(a)]. The left interceptions with the x axis
of the three curves are all ∼165 �, indicating a temperature
insensitive Rexternal in the equivalent circuit model, which is
also observed by Papagianni.47 Based on the equivalent circuit,
this excludes the possibility of Schottky barrier modification
in the HfO2−x system, which should be in series with the
dielectric film in the equivalent circuit. The contact between
HfO2−x and the electrode in a HRS may be of Ohmic type,
for the following two reasons. The first reason is that the
extracted activation energy of transport is much smaller than
the expected Schottky barrier from the band diagram, which
will be discussed in the following section [see Fig. 4(b) and
the corresponding text]. A similar activation energy has been
reported for a Si/HfO2/TiN system,50 TiN/HfO2/Au system,51

and Al/HfO2/Si system.52 The other reason is that the I -V
curve is symmetric in Pt/HfO2−x /TiN without a rectifying
effect, which could be seen from our previous electrical
characterization.34 Thus, the filament-oriented Gdc,HRS(T ) is
mainly responsible for the HRS temperature dependence in
the Cole-Cole plot.

dc conductance Arrhenius plot. Since Gdc,HRS(T ) has a
strong temperature dependence, it shows that the transport is
facilitated by thermal-activated processes. An Arrhenius plot
of dc conductance measured at 10 mV (the same amplitude of
the voltage used in ac measurements) is shown in Fig. 4(b).
This type of Arrhenius plot is widely observed in polarizable
systems where polarons take place. For instance, similar plots
have been frequently reported for HfO2−x .50–52 The curve
has two regions with very different slopes. The extracted
activation energy of each region is 50 and 2.5 meV as indicated
in Fig. 4(b). Compagnoni has reported that the activation
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FIG. 4. (Color online) (a) Cole-Cole plot for a high resistance
state cell at different temperatures (from 120 to 300 K) which
reveals that the switching is not caused by interface Schottky
barrier modification. (b) Arrhenius plot of high resistance state dc
conductance Gdc,HRS as a function of reciprocal temperature 1000/T
suggests a small polaron hopping conduction type. (c) I-V of high
resistance state cell at different temperature (from 150 K to 225 K).
Solid lines are numerical fitting based on a polaron hopping model
[T > half Debye temperature; see Eq. (11)]. (d) Arrhenius plot of high
resistance state frequency-dependent conductance G − Gdc,HRS as a
function of reciprocal temperature 1000/T at different frequencies
f . Solid lines are fittings, based on Eq. (12), of highly polarizable
mediums.

energies are 87 and 60 meV (under reversed biasing) in the
high-temperature regime and 5 meV in the low-temperature
regime. In other polarizable systems, for instance TiO2, a
similar slope transition is observed at half of its Debye
temperature.53

The activation energy in the high-temperature regime of a
HfO2−x system is of a magnitude of tens of meV,50,52 which is
much smaller than the band gap. Consider the band diagram of
a HfO2−x system with oxygen vacancies; since the Fermi level
is determined by external electron reservoirs which are Pt and
TiN electrodes, the Fermi level will be far below the conduction
band.54 Hence, it is very difficult to directly excite electrons
from oxygen-vacancy-induced defect states to the conduction
band. One possible way is by electron-type polaron hopping
via metal ions in the vicinity of oxygen vacancies. This type
of small polaron hopping has been proved to exhibit the same
transition of slope depicted in Fig. 4(b) by Schnakenber,55

and the transition temperature is about half of the Debye
temperature because polarons will be frozen out at lower
temperatures. For instance, in other group IV transition-metal
oxide systems like the TiO2−x system, Yildiz has reported
transitions at half of the Debye temperature due to adiabatic
hopping of small polarons.53 The transition temperature is
around 100 K in our observation, which is in agreement with
half of the HfO2 Debye temperature of 220(±10) K.56 It is also
noted that, the first-principle simulation calculated adiabatic
small polaron hopping energy of 50 meV in the intrinsic HfO2

system is very close to experimental observations.30

Electric field impact on temperature-dependent I-V char-
acteristics. Another experimental observation also reveals the
polaron nature of transport in a HRS in a high-temperature
region is its electric field influence on temperature-dependent
I -V characteristics [see Fig. 4(c)]. In HfO2−x /TiN systems,
Poole-Frenkel emission like I -V characteristics is frequently
reported in a high-temperature range,51 which is most probably
caused by polaron-related transport in the adiabatic regime
rather than direct excitation of electrons to a conduction band
as suggested by Emin.57 Assuming a T −1 preexponential factor
for adiabatic hopping, dc conductance as a function of field
strength F is described by

GHRS,dc ∝ υ

T
exp

[−E(∞) + √
VLFa cos θ

kB

(
1

T
− 1

T0

)]
,

(11)

where υ represents the suitable average of atomic vibrational
frequencies, a is the diffusion length, E(∞) is the activation
energy for infinitely far separated polarons, F is the magnitude
of the electric field driving the hop, and θ is the angle between
the applied field and the jump direction. The preexponential
T −1 has a very limited effect in the high-temperature range,
especially for T > 150 K.51 Thus, the conductance of Eq. (11)
behaves similarly to that of the ordinary Poole-Frenkel
emission in the high-temperature regime, and it well fits with
the experimental observations with fitted E(∞) = 42 meV,
which is consistent with EA in Fig. 4(b).

G vs (1000/T) at different frequencies in a high re-
sistance state. As shown in Fig. 4(d), HRS cells exhibit
a similar frequency-dependent conductance at low tem-
perature to pristine cells, which is commonly observed
in polycrystalline/amorphous semiconductors. The filament
contribution Gdc,HRS(T ) is frequency independent, and the
main contribution to a high-frequency response comes from
disorder-induced defects given by G(ω,T ) − Gdc,HRS(T ). At
a constant temperature, the G(ω,T ) − Gdc,HRS(T ) increases
with frequency as discussed in Sec. III A2. According to
Long, this frequency-dependent conductance is associated
with the dielectric response nature of the material.35 At a
fixed angular velocity ω, [G(ω,T ) − Gdc,HRS(T )]/Gdc,HRS(T )
decreases with temperature. In other words, the ac contribution
to total conductance is larger at low temperature. The physical
origin of this phenomenon has been investigated by Emin.45

At low temperature, the ac polarization requires spontaneous
emission of phonons but the dc conduction is governed by
thermal assisted hops with high energy barriers. Considering
ac conduction at low-frequency and low-temperature regime
is associated with a very small fraction of carriers (∼0.1%) in
transition-metal oxides, the polarization-paired center is antici-
pated to play an important role in the transport process. Within
each center, carriers can move cooperatively. Nevertheless,
the conductance is linear in the reciprocal temperature domain
(T ranges from 80 to 250 K). Quantitative formulation of ac
polaronic conductance is given by Emin.45 The approach of
Emin differs from that of Long by the formulation of relaxation
time. In the approach of Emin, the relaxation time is inversely
proportional to the transition rate from one state to the other.
By using a deformation model to account for the electrons
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interaction with the long-wavelength acoustic phonons, the
transition rate is calculated by Fermi’s golden rule. This leads
to the following expression of dielectric loss:

G(ω,T ) − Gdc,HRS(T ) = G0

(
ω
ω0

)(
T
T0

)
[
1 − (

ω0
ω

)1/n( T
T0

)]2 , (12)

where G0 ≡ (A/l)2q2〈R2〉ρ2(μ,0)ω0kBT0 exp[−(n2/2)] and
(ω0)1/n/T0 ≡ 2n2kBω1/n/δ0. A is the cross-sectional area, l is
the dimension in the direction of current flow, q is the electron
charge, R is the separation between polarization-paired sites,
ρ2(μ,0) is the density of paired sites with local energy μ and
no site-to-site energy difference, kB is Boltzmann’s constant,
and δ0 is the peak of a dynamic factor generally rising with ω.
At low temperature, n → 3 and δ0 ∝ ω1/3, thus (ω0)1/n/T0

is constant. Also, G0/ω0T0 is constant, too. As shown in
Fig. 4(d), the four curves are fitted with (ω0)1/n/T0|n→3 =
0.011s−(1/3)K−1, which follows the predictions made by Emin.
It can be further shown that the exponent S derived from
Emin’s expression is close to unity in the low-frequency range:

S(ω,T ) = ∂{ln[G(ω,T ) − Gdc,HRS(T )]}
∂[ln(ω)]

∣∣∣∣
n→3

= 1 −
2
[ (ω0)1/3

T0

]
T

3ω1/3 − 3
[ (ω0)1/3

T0

]
T

. (13)

Substituting in the value of (ω0)1/n/T0|n→3, the S ranges
from 0.86 to 0.98 with a mean of 0.95 in the frequency
range of the measurement, which is consistent with the
room-temperature dielectric loss fitting data shown in Figs. 2
and 3. The corresponding temperature exponent N ranges
from 1.0 to 1.4 in the frequency and temperature range
of the measurement. The agreement between theorems and
experiments indicates the existence of polarization-paired
centers in the HfO2−x medium, which makes the dielectric
film highly polarizable.35,36

3. Low resistance state sample temperature dependence

In contrast to HRS cells, LRS cells show a very weak
temperature-dependent resistivity. As shown in Fig. 5, the
dc resistance is about 122 � at 10 K and 139 � at 225 K.
This phenomenon has also been witnessed in WOx based
RRAM, where the reported resistance is 9 � at 10 K and
11 � at 300 K.58 By taking film thickness as 10 nm and a
filament diameter of 10 nm, the resistivity is ∼10−6 � m. As
illustrated by the inset of Fig. 5, I -V curves clearly show
Ohmic characteristics. The very low resistance-residue ratio
(R225K/R10K) of 1.14, the resistivity of ∼10−6 � m, and the
Ohmic characteristics all unravel the weak metallic nature
of LRSs, which is expected to correlate with percolation of
impurity states associated with oxygen vacancies. In literature,
Ohmic LRSs are widely reported.38,51,59 The contact between
the HfO2−x and electrode is of an Ohmic type in LRSs. Very
recently, Bersuker suggested that the Ohmic charge transport
in the LRS of a TiN/HfO2−x(5 nm)/TiN RRAM cell is caused
by the formation of a metallic subband due to high oxygen
vacancy concentration.60

First-principles simulation using the Vienna ab initio simu-
lation package (VASP)61–64 with the projected augmented wave

FIG. 5. (Color online) dc resistance and resistivity (by taking
film thickness 10 nm and a presumed filament diameter of 10 nm)
of the low resistance state cell as a function of temperature (same
range), which shows the typical behavior of metal. The inset is the
corresponding I -V of a low resistance state at different temperatures
T (from 10 to 225 K), which shows a clear Ohmic behavior.

pseudopotential65 is employed to investigate the electronic
structure of the LRS of HfO2−x RRAM. For Hf and O,
5p65d26s2 and 2s22p4 are treated as the valence electrons,
respectively, within the generalized gradient approximation.66

A plane-wave basis set is used to expand the wave functions
of valence electrons with 500 eV energy cutoff. All the
lattice parameters and internal coordinates are optimized by
the conjugated gradient method until each component of
stress tensor is <0.1 GPa, and the forces on each atom are
<0.03 eV/Å. Electronic structures associated with the filament
of SrTiO3−x and TiO2−x have been tackled by bulk models,13,18

but the 8-nm-thick HfO2−x dielectric film in our experiment is
featured for two preferred facets, (1̄11) and (111), as shown in
the XRD measurement of Fig. 1(c). It has been demonstrated
that the oxygen vacancies can be more readily generated at
the grain boundaries27 and surfaces.28 Thus, the surfaces of
HfO2−x are expected to play a more significant role than the
bulk phase in the conducting filament consisting of oxygen
vacancies in the HfO2−x system. At room temperature, the
stable phase of HfO2 is monoclinic, which transforms to
the tetragonal phase at 1300 K, then to the cubic phase at
near 2700 K.67 Here we use a surface model of monoclinic
HfO2−x with oxygen vacancies to simulate the electronic
structure of a LRS. First, we perform ab initio calculations
for the bulk monoclinic phase of HfO2. In the monoclinic
phase, each Hf atom is coordinated by seven nearest oxygen
atoms. As shown in Fig. 6(a), oxygen atoms form alternating
three-coordinating and four-coordinating planes along the a

direction. The optimized monoclinic cell parameters (a =
5.135 Å, b = 5.205 Å, c = 5.304 Å, and β = 99.6◦), the
calculated band gap (4.0 eV) and density of states (DOS) are
in good agreement with previous studies.13,68–70

Secondly, we choose nine inequivalent low-index surfaces
of monoclinic HfO2. The stability of the surface is determined
by the surface energy density γ (n) of a system comprising n

layers as

γ (n) = Etot(n) − Ebulk(n)

2A
, (14)
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FIG. 6. (Color online) (a) Structure of monoclinic HfO2; yellow
balls represent Hf atoms, while red balls represent O atoms. (b) (1̄11)
and (111) slab structures of monoclinic HfO2.

where Etot(n) and A are the total free energy and surface
areas per molecular unit, respectively, while Ebulk(n) is the

corresponding free energy in the bulk phase, which contains
the same molecular units as the slab model.

Table II(a) shows that (1̄11) and (111) surfaces [as shown
in Fig. 6(b)] are the most stable surfaces among the low-index
surfaces, consistent with the XRD results as shown in Fig. 1(c).
The predicted order of stability for HfO2 is (1̄11) > (111) >
(1̄01) > (110) > (001) > (011) > (101) > (100) > (010), which
is the same as a previous study.68 Here we focus on the (1̄11)
surface; the formation energy of oxygen vacancies at different
distances to the surface is given by Table II(b). Clearly, the
four-coordinated oxygen is more likely to be removed from
HfO2 than three-coordinated oxygen, which is irrespective of
the vacancy positions.67,70 This tendency is also consistent with
the conclusion derived from the bulk model. Table II(b) also
shows that oxygen vacancy on the surface is easier to create
than that in the interior due to different bonding environments.
The O atoms inside the slab have a similar crystal environment
to those in the bulk phase, so the corresponding formation
energy approaches that of bulk phase.

The formation of conducting filaments in our study consists
of multiple aligned oxygen vacancies on the HfO2−x (1̄11)
surface. The energetically favorable [101] directional vacancy
chain is created by aligning two three-coordinated and two
four-coordinated oxygen vacancies in the (1̄11) slab. As shown
in Fig. 7(a), the valence band states are mainly composed of
O 2p orbitals hybridized with Hf 5d orbitals. Surface states
locate at the top of the valence band which originates from
the dangling bonds of surface oxygen atoms, and thus it is
mainly constituted of O 2p states. On the other hand, the
conduction-band states consist of Hf 5d states with weak
hybridization with O 2p orbitals. The presence of oxygen
vacancies introduces intermediate states inside the band gap
of bulk HfO2, which are mainly contributed by 5d orbitals
from Hf atoms: extra free Hf d electrons stay at the 5d orbitals
and the Fermi level is pushed up to the valence band; thus
the band gap decreases drastically. The decomposition of the
wave function indicates that the impurity band is mainly the
t2g orbitals of Hf, with a relative larger contribution from the

TABLE II. Calculated surface and formation energies. The (1̄11) surface is of the lowest surface energy, which is consistent with the
literature report and XRD observation. Four-coordinated oxygen vacancies are subjected to lower formation energy in both the slab model and
the bulk model. Formation energy is lowered in vicinity to the surface.

(a) Calculated surface energy of the nine inequivalent low-index surfaces of monoclinic HfO2

Surface Surface energy (J/m2) Surface energy [6]

(1̄11) 1.015 0.993
(111) 1.193 1.199
(1̄01) 1.335 1.322
(110) 1.335 1.388
(001) 1.427 1.416
(011) 1.433 1.484
(101) 1.509 1.550
(100) 1.636 1.667
(010) 1.821 1.878

(b) Calculated formation energy of oxygen vacancies at the (1̄11) phase and bulk phase.
3-c O-v (eV) 4-c O-v (eV)

Near surface 7.05 +
μO 6.81 +
μO

In the middle of slab 7.15 +
μO 7.02 +
μO

Bulk phase 7.37 +
μO 7.22 +
μO
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FIG. 7. (Color online) (a) Density of states of (1̄11) slabs with
[101] oxygen vacancy chains. The Fermi level is positioned at 0 eV.
Extra free Hf d electrons stay at the 5d orbitals and the Fermi level
is pushed up to the valence band, resulting in the intermediate states.
(b) Illustration of partial charge density (isosurface value 0.07e/Å3)
near the Fermi level of (1̄11) slabs with [101] oxygen vacancy chains.
The wave functions show the trend of delocalization which may be
the origin of the weak metallic nature.

dxz atomic orbital. The overlap of t2g wave functions of two
neighboring Hf atoms may create a weak bonding. The partial
charge density distribution in the real space near Fermi level,
as shown in Fig. 7(b), reveals that the wave function of defect
states associated with the [101] vacancy chain is delocalized
in contrast to an isolated oxygen vacancy. Hence, electrons are
capable of transporting through those oxygen-deprived Hf ions
in the [101] direction. This may be a clue for the formation of
conduction filament by oxygen vacancies, which is consistent
with the impurity band in Fig. 7(a), and provide the percolation
path of a charge carrier in the resistive-switching process. We
propose that the weak metallic nature of a LRS results from
delocalization of the impurity band wave functions associated
with aligned oxygen vacancies. The stability of different

directional oxygen vacancy chains is compared in terms of
formation energy. It has been shown that [101] is more stable
than other one-dimensional (1D) low-index oxygen vacancy
chains. For instance, the formation energy of the [101] chain
is 0.383 eV per formula unit lower than that of the [110] chain,
implying that the vacancy chain with a higher 1D vacancy
density is much preferred.

IV. CONCLUSIONS

By using dc and low-frequency ac transport measurements
at different temperatures, the three states of Pt/HfO2−x /TiN
based RRAM have been shown of distinct behaviors. Equiv-
alent circuit models are built for individual states. The
conductance of the pristine cell follows the typical power law
of polycrystalline/amorphous semiconductors. An additional
frequency-independent term is introduced in HRSs and LRSs,
and this additional conductance term in a HRS is believed
of both the frequency and cross-sectional area independence
but strong temperature dependence, which may be related
to the partially ruptured oxygen vacancy filament. The dc
activation energy is ∼50 meV at temperatures higher than
100 K and 2.1 meV at temperatures below half of the Debye
temperature. The HRS dc I -V characteristics can be well
fitted with small polaron hopping field dependence at high
temperature. These observations may lead to the fact that the
HRS conduction is small polaron related, and it is further
confirmed by the high-frequency dielectric loss in HRSs. On
the contrary, the additional conductance component in a LRS
is independent of frequency and cross-sectional areas but
slightly dependent on temperature, suggesting a weak metallic
nature. The insulator-metal transition is attributed to the high
local oxygen vacancy density caused delocalization of the
wave functions of the impurity band. To see the properties of
oxygen vacancies in polycrystalline material, first-principles
simulation has been used to study aligned oxygen vacancy
chains on the relatively stable (1̄11) surface. Through analysis
of the partial DOS and spatial distribution of the wave functions
associated with the impurity states generated by oxygen
vacancies, the delocalization of the impurity band is believed
to be responsible for the weak metallic LRS.

ACKNOWLEDGMENTS

Work at NTU was supported in part by a MOE AcRF-
Tier-1 grant (No. M52070060) and A∗STAR SERC grant (No.
M47070020).

*yu.hy@sustc.edu.cn; hbsu@ntu.edu.sg
1T. W. Hickmott, J. Appl. Phys. 33, 2669 (1962).
2G. Dearnaley, A. M. Stoneham, and D. V. Morgan, Rep. Prog. Phys.
33, 1129 (1970).

3S. R. Ovshinsky and H. Fritzsche, IEEE Trans. Electron Devices
20, 91 (1973).

4A. Beck, J. Bednorz, C. Gerber, C. Rossel, and D. Widmer, Appl.
Phys. Lett. 77, 139 (2000).
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