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Ab initio many-body effects in TiSe2: A possible excitonic insulator scenario from
GW band-shape renormalization
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We present both theoretical ab-initio results within the Hedin’s GW approximation and experimental angle-
resolved photoemission and scanning tunneling spectroscopy measurements on TiSe2. With respect to the density-
functional Kohn-Sham metallic picture, the many-body GW self-energy leads to a ≈0.2-eV band-gap insulator
consistent with our STS spectra at 5 K. The highest valence and the lowest conduction bands are strongly
renormalized, with a loss of k2 parabolic dispersion toward a k4 shape. In particular, GW moves the top of
valence moved toward a circle of points away from �, arising in a Mexican hat shape commonly associated with
an excitonic insulator. Our calculations are in good agreement with experiment.
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I. INTRODUCTION

Crystalline solids are classified as either insulators or
metals, depending on the existence or absence of a finite
energy gap in the electronic excitation spectrum. Within the
independent particle picture, metallic or insulating behavior
is explained in terms of partially or completely filled valence
bands, but electronic correlations may overcome this ordinary
paradigm and lead to new mechanisms for transforming a metal
into an insulator or vice versa. From the early works of Mott,
Kohn, and Hubbard,1–3 several systems showing such exotic
behavior have been supposed to exist in nature. One of them
is the so-called excitonic insulator,1,4–12 first predicted and
in particular studied in the works of Mott, Kopaev, Keldysh,
and Kohn and not to be confused with the more celebrated
Mott-Hubbard insulator. Here we study the possibility of an
excitonic insulator phase in titanium diselenide (TiSe2)13 based
on ab initio many-body GW14,15 theoretical results (Hedin’s
GW approximation), experimental photoemission spectra, and
STS measurements.

At a noninteracting one-electron level, an excitonic insu-
lator would present a semimetallic or semiconducting band
structure with a sufficiently small (typically a few tens of
millielectronvolts) overlap or gap and a reduced number of
free carriers. Consequently, the Coulomb interaction between
particles is only weakly screened. Electrons and holes can
then spontaneously bind into nonconducting excitons and
form a new ground state of lower energy than the normal
phase. Exciton condensation may also lead to the formation of
charge-density waves (CDWs) of purely electronic origin. On
the semimetal side, model descriptions of the system are based
on a BCS-like approach where the role of electron-electron
Cooper pairs is taken by electron-hole excitons. Similar to
BCS superconductors, an energy gap opens of the same order
of magnitude as the binding energy of the pair16 (depending on
the underlying band structure, e.g., effective mass anisotropy
and multivalley effects).

So far there is no clear-cut experimental proof of the
excitonic insulator existence in nature. Nevertheless, several
experimental observations point to TiSe2 as one of the most
probable candidates.17–23 Indeed, a CDW has been observed
in the ground state of TiSe2, like in other transition-metal
dichalcogenides, but so far, there is no consensus on the
interpretation of the ground state and its CDW. In particular,
the exact role played by excitons is still controversial. Either
a Jahn-Teller effect24,25 or a correlation mechanism leading
to the excitonic insulator18,19 has been invoked. Recently,
it was suggested that the ground state and the resulting
periodic lattice distortion (PLD) that occurs below 202 K
are primarily due to electron-phonon coupling, which is only
enhanced by the presence of incoherent excitons.26 On the
other hand, photoemission spectra are consistent with the
excitonic insulator scenario,20,23 and the interaction between
an exciton condensate and phonons can reproduce the observed
atomic displacements in the PLD with good agreement.22

In this work we provide theoretical evidence from ab initio
many-body GW quasiparticle calculations supporting the ex-
citonic insulator scenario in TiSe2 and verify our calculations
against angle-resolved photoemission spectroscopy (ARPES)
measurements and scanning tunneling spectra (STS). STS at
5 K shows a band gap of �0.15 eV and points to TiSe2 as
a semiconductor. With respect to the one-electron mean-field
density-functional theory (DFT) band structure, where TiSe2

is a metal, the GW many-body self-energy opens a band gap of
�0.2 eV, thus leading to an insulator. Furthermore, the band
shape at high-symmetry points is strongly renormalized. In
particular, the top of valence is moved from � toward a circle
of points away from �, building up a Mexican hat feature
characteristic of an excitonic insulator, as predicted by Kohn.10

ARPES spectra indicate a flattening of the topmost valence
bands before �, compatible with the Mexican hat picture. The
GW bands we obtain are in good agreement with ARPES
measurements, and also our STS spectra compare more
favorably with the GW density of states (DOS) than with DFT.
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The calculated dielectric function describing the screening
properties of the system is in good agreement with previously
measured energy-loss spectra (EELS).27 The overall picture
arising from our results indicates a possible ground-state
instability in TiSe2 of electronic origin. Furthermore, our
calculations show that bare GW is able to reproduce the
photoemission band structure of systems with strong excitonic
renormalizations, although, in general, vertex corrections
beyond GW are necessary to properly describe excitons in
the optical spectra.28

II. THEORY

The calculations presented in this paper have been per-
formed within the nonreconstructed primitive-hexagonal crys-
tal structure (P 3̄m1). We consider separately the issue of
a possible PLD, as discussed in Sec. VII. Our first step is
a standard, numerically well converged29 ground-state DFT
local density approximation (LDA) calculation of the total
energy, the electronic density, and the lattice parameters. The
DFT calculation provides the Kohn-Sham (KS) electronic
structure that we use for calculating the Green’s function G

and the dynamically screened interaction W (ω) = ε−1(ω)v—
defined as the bare Coulomb interaction v screened by the
dynamical dielectric function ε−1(ω)—both entering into the
self-energy in the GW approximation:14,15

�GW(r,r ′,ω) = i

2π

∫ ∞

−∞
dω′ G(r,r ′,ω − ω′)W (r,r ′,ω′).

Within a perturbative approach to first order in � − vLDA
xc (with

vLDA
xc the LDA exchange-correlation potential), we calculate

the GW quasiparticle energies, expanding � around the KS
energies εKS

nk , taken as a zeroth-order approximation for the
true quasiparticle energies,

εGW
nk = εKS

nk + Z〈nk|�GW(
ω = εKS

nk

) − vLDA
xc |nk〉,

where Z = (1 − ∂�GW/∂ω|ω=εKS
nk

)−1.
In the standard GW approach, the dielectric function ε−1(ω)

is calculated in the RPA approximation.30 Since screening is
of crucial importance for exciton formation, we have checked
the RPA energy-loss function −�ε−1(ω) against the results
of ellipsometry experiments27 (see Fig. 1). From the good
agreement with experiment, we are confident that the used
RPA screening accurately describes the physical situation, but
we have checked that our final results are not sensitive to
the detailed features and are also obtained within a single
plasmon-pole model. Notice that the effective screening of our
ab initio RPA calculation is much weaker than the Lindhard30

function used in the model calculation of Ref. 21, so that we
expect that exciton formation is even more favored.31,32

III. EXPERIMENT

Photon-energy-dependent ARPES measurements were car-
ried out at the SIS beamline of the Swiss Light Source
synchrotron using a Scienta SES-2002 spectrometer with an
overall energy resolution better than 10 meV and an angular
resolution better than 0.5 deg. The data shown here have
been collected at 65 K on two samples from the same batch
with a slight Ti overdoping, resulting in a small population

5 10 15 20 25 30
Energy [eV]

0

1

2

3

4

5

E
E

L
S

   
  -

 I
m

 ε
-1

(ω
)

EXP (ellipsometry derived)
RPA

FIG. 1. (Color online) Energy-loss function. Green dots: exper-
iment (Ref. 27) (derived from ellipsometry); black curve: present
theoretical RPA result.

of the electron pocket at the L point and a consequent shift
of the valence band. Scanning tunneling microscopy (STM)
and spectroscopy (STS) measurements were performed on
atomically flat and clean surfaces exhibiting the 2 × 2 CDW
modulation (see Fig. 2). STS measurements were carried out
in a OMICRON LT-STM microscope with use of the standard
lock-in technique. Samples from the same batch were used
for ARPES and STM/STS in order to compare the results of
both experiments. The estimated energy resolution is about
10 meV.

IV. RESULTS: STS AND GW BAND GAP

The results of our STS measurements at 5 K are given
in Fig. 2. We plot the differential conductance (dI/dV )
as a function of the bias V . For small enough biases and
slowly varying tunneling matrix elements, the differential
conductance gives an image of the local density of states (DOS)
that can be compared with calculations. At small bias the exper-
imental dI/dV vanishes, indicating a gap of �0.15 eV. With
respect to the long-debated TiSe2 semimetal-semiconductor
question,33 our STS spectra provide a clear indication of
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FIG. 2. (Color online) Left panel: STS dI/dV experimental
spectra (green circles) vs GW (shifted to account for finite impurity
doping of the sample, black curve) and DFT (zeroed at EF , red curve)
DOS for TiSe2. Right panel: atomic resolution image of TiSe2 at
77 K (tunneling parameters V = −20 mV and I = 1.5 nA).

195111-2



Ab INITIO MANY-BODY EFFECTS IN TiSe2: . . . PHYSICAL REVIEW B 85, 195111 (2012)

Γ L M Γ A LK

-4

-2

0

2

E
ne

rg
y 

[e
V

] TiSe
2

ε
F

ARPES
DFT
GW
semicore

GW

Γ Γ

M 0.3 0.2 0.1 0.2 0.4 0.6 A

ARPES #1
ARPES #2
DFT
DFT SOC
GW

Γ
wave vector along  ΓM and ΓA [ k/ΓM, k/ΓA ]

-1

-0.5

0

E
ne

rg
y 

[e
V

]

TiSe2

εF

(a) (c)(b)

(d)

Γ

FIG. 3. (Color online) TiSe2 band plot (panel a) and its zoom (d) at � (M-�-A directions). Red lines: DFT-LDA KS electronic structure;
yellow dashed lines: DFT plus spin-orbit correction (SOC); black dots and lines: GW band plot; violet dots: GW results including Ti 3s3p

electrons in valence; blue diamonds and green squares: samples 1 and 2 ARPES experimental data at T = 65 K. Panel b: ARPES signal I (k,E);
and c: its derivative d2I/dE2 taken at T = 65 K around �, both in the �-M direction.

semiconducting character, at least at low temperature. The
STS gap is in quantitative agreement with recent ARPES
experiments.18,19,24,33,34 In Fig. 2 one can see that the calculated
DFT DOS never vanishes, thus indicating a metal. On the other
hand, the GW DOS presents a well-defined gap of 0.2 eV,
slightly overestimated compared to STS. Contrary to DFT, GW
predicts that TiSe2 is a very small gap insulator, in agreement
with the experiment. The left-valence and right-conduction
DOS profiles are also well reproduced by GW.

V. RESULTS: THE BAND PLOT

In Fig. 3(a) we report the band plot of TiSe2 based on DFT-
LDA and GW calculations, together with experimental ARPES
data. According to the DFT KS electronic structure, TiSe2 is
metallic with a band overlap of 0.4 eV between the top of the
pocket of holes at � and the bottom of the pocket of electrons
at L. The GW electronic structure then leads to a general
shift of the bands, negative for the lowest and positive for the
highest, and opens a band gap of around 0.2 eV. Therefore,
many-body effects, as accounted by the GW approximation,
turn the KS metal into a small gap insulator. As this is a
common many-body effect, like, e.g., in germanium, it is not
a novelty in itself. However, the important modification of
the band shape shown in Fig. 3(d) is quite unusual: the top
of valence is moved away from �, toward k � 0.05/�M(K),
where a band flattening, dε/dk = 0, occurs. This results in a
loss of k2 parabolic toward a k4 Mexican hat shape. Similar
reshaping also appears for the lowest two empty bands at �

and at A, and, less pronounced, for two lower bands at A
and M. Such Mexican hat features have been predicted by
Kohn10 to occur in excitonic phases. Our results provide an
observation of this characteristic shape from ab initio GW
calculations, pointing to an excitonic origin of the insulating
nature of TiSe2.

Our Fig. 3(b) and previous ARPES experiments19,34 show
a weakening of the signal in the neighborhood of �, so that

the band structure cannot be clearly resolved there. However,
Kidd et al. first remarked a loss of parabolic shape of the
Se 4p band, together with a flattening [see Fig. 1(b) and text
in Ref. 19] occurring at k � 0.05/�K, which is confirmed
also along �M by our ARPES spectra [Fig. 3(b)]. A plot
of the second derivative d2I/dE2 of the ARPES signal
[Fig. 3(c)] presents further anomalies: at � we observe a peak at
�−0.5 eV, to be interpreted as the light electron �−

2 band, and
two peaks at �−0.3 and �−0.2 eV [red squares in Fig. 3(c)],
probably corresponding to a split of the �−

3 Se 4p degenerate
bands at �. Since those bands top at E � −0.2 eV and at
E � −0.15 eV [red circles in Fig. 3(c)], we infer that a band
bending should occur in order to achieve the lowest energies at
�. Anyway, even in the case of a flatband interval as in the fit
proposed by Kidd et al., ARPES clearly indicates a departure
from the k2 parabolic toward a k4 fourth-order polynomial, and
this is in agreement with the GW band-shape renormalization.

For the rest of the band plot [Figs. 3(a) and 3(d)], experimen-
tal ARPES points agree much better with the GW band plot
than with DFT KS, both in the �M and in �A directions. DFT
presents empty Se 4p bands around � and along �A, giving
rise to a pocket of holes at �. This is in striking contrast with
ours [Fig. 3(b)] and all previous ARPES results18–20,24,34 which
found occupied Se 4p bands and no pocket of holes, exactly
like in our GW calculation. Although the question was long
debated, the most recent ARPES experiments18,19,24,33–35 seem
to indicate an indirect band gap of �150 meV between the
Se 4p bands at � and the “emerging” (above EF and just only
thermally occupied) Ti 3d-derived band at L. This scenario
is in good agreement with our GW band structure and in
contrast with DFT36 and the oldest ARPES experiments,37–41

which rather found a band overlap. Residual mismatches of our
GW and ARPES bands, like the split of the two Se 4p bands
along �A, can be solved by including the spin-orbit coupling
(SOC), as one can see by comparing DFT and DFT SOC
bands in Fig. 3(d). SOC and relativistic corrections also have
also important effects in band-crossing avoidance. Finally, the
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mismatch in the position of the flat Ti 3d band at −2.5 eV is
due to the lack of semicore electrons. Inclusion of semicore
Ti 3s3p electrons into the pseudopotential valence shell [violet
dots in Fig. 3(a)] improves the position of the 3d bands with
respect to the experiment.

VI. MICROSCOPIC ANALYSIS OF THE
MEXICAN HAT SCENARIO

In Fig. 4 we report the separate contributions of the diagonal
matrix elements to the correlation 〈nk|�GW

c |nk〉 and exchange
〈nk|�x |nk〉 self-energy, entering into the GW correction to
the KS energies, for the three topmost occupied and the three
lowermost empty states at �. It is evident that the Mexican hat
renormalization is driven by exchange effects, not correlation.
Bare exchange introduces changes of ∼2 eV between � and the
new top-of-valence (TOV) circle of maxima (see the difference
indicated by the arrow in Fig. 4), while screening effects
included in the correlation part reduce this effect to a total
value of around 0.3 eV. [See the difference between the TOV
energy and the energy at � in Fig. 3(d).] Similar conclusions
also hold for the two lowermost empty states at �, although
with a softer renormalization.

Further study of the matrix elements of the electric dipole
e−iqr operator entering the exchange operator

�x
nk = − 4π

VBZ

∑
n′k′

fn′k′
|〈ψn′k′ |e−i(k−k′)r |ψnk〉|2

|k′ − k|2 (1)

reveals that the Mexican hat shape for the four bands at �

is mostly conjured by exchange with states on bands n′ =
Se 4p3/2 and 4p1/2 at k′ close to the Brillouin zone center
and rather in the kxky plane (we checked the �M direction).
On the other hand, we have found that the contributions to the
self-energy coming from exchange with states at k′ along the kz

direction (�A direction) are negligible, like those from states
faraway from �, e.g., the Brillouin zone boundary. The latter
are suppressed by the |k′ − k|2 factor at the denominator in
Eq. (1), although matrix elements at the numerator can be large.
This analysis also indicates that the Mexican hat feature of our
G0W0 is robust against self-consistent calculations. Indeed,

-15

-10

-5

0

5

S
el

f-
en

er
gy

 Σ
 m

at
ri

x 
el

em
en

t [
eV

]

~2 eV

< nk | Σ
x
 | nk >,  n=occ

< nk | Σ
x
 | nk >,  n=empty

< nk | Σ
c

GW
 | nk >,  n=occ

M Γ
Wavevector k

< nk | Σ
c

GW
 | nk >,  n=empty
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c |nk〉 (red diamonds) real part contributions to the
self-energy matrix elements, for the three topmost occupied (filled
symbols) and three lowest empty (empty symbols) bands along M-�.

the Ti 3d-derived band, which is partially filled in DFT and
becomes empty in GW, plays no role in the renormalization. In
the next iterations the increased population of the Se 4p bands,
mostly responsible for the renormalization, and the opening
of a band gap, resulting in a reduction of the electron-hole
screening, should further strengthen the renormalization, or at
most not change the picture.

VII. DISCUSSION

Supposing that a realization of an excitonic insulator really
exists in nature, the first question one may ask is whether the
GW approximation is already sufficient to describe its quasi-
particle electronic structure as sampled by ARPES, or whether
vertex corrections beyond the GW approximation are needed.
It is well known that vertex corrections, e.g., within the Bethe-
Salpeter equation approach,28 are required to properly describe
excitons and the spectrum of neutral excitations as in optical
absorption. However, in contrast to optical absorption, ARPES
measures charged excitations. In the optical absorption case
the focus is on the polarizability. An RPA approximation on the
polarizability, even built on top of GW renormalized Green’s
functions, takes into account only bubble diagrams and ne-
glects electron-hole interaction diagrams. Excitons, and more
generally, excitonic effects in the neutral excitations spectrum,
as sampled by optical absorption, cannot be described by a
GW-RPA approximation, and vertex corrections to the bubble
into the polarizability must be taken into account.

On the other hand, in the case of charged electron
addition/removal excitations and ARPES, the focus is on the
self-energy. A Feynman diagram expansion of the GW Green’s
function would show that hole (electron) channels are taken
into account by the GW renormalization of the electron (hole)
propagator toward quasiparticles. Bare electrons (holes) are
dressed by virtual holes (electrons) introduced by the GW self-
energy so that excitonic contributions, necessary to describe
the quasiparticle excitation spectrum of an excitonic insulator,
are already described at the level of the GW approximation.

Notice that these diagrams are already taken into account
also at the level of bare or statically screened exchange, as e.g.,
in a Hartree-Fock approximation. This is clearly shown by our
analysis reported in Fig. 4. In fact, the first seminal works6,10,11

on the excitonic insulator were model studies, at best at the
level of a statically screened Hartree-Fock approximation.
Moreover, an important question that one may be asking is
would the excitonic insulator physics resist a more realistic
screening, like, e.g., in the GW approximation, or would
this physics rather be swept away when a realistic screening
between electrons and holes, as in a real material, i.e., a good
candidate to an excitonic insulator, is taken into account? In
the latter case, the excitonic insulator would remain a model
construction, with no implementations in nature. The answer
this work offers to this question, at the example of TiSe2,
is that GW can indeed describe the physics of an excitonic
insulator. That is, the picture that emerged in the HF seminal
works resists the inclusion of more correlation such as in GW.
As we have seen in Fig. 4, the effect is strongly reduced by
correlations, but it is still present. A realistic ab initio screening
between electrons and holes, entering into the GW self-energy
through the W factor, is not so effective to completely damp the
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electron-hole interaction. Of course, this is a conclusion at the
level of the GW approximation. We can’t conclude whether
the excitonic insulator picture would also resist introduction of
vertex corrections beyond the GW approximation and toward
the exact self-energy. However, at the GW level, one can rely
on the validity of an approximation that, contrary to HF, has
already provided broad statistics42,43 of band gaps and band
plots in good agreement with ARPES.

Let us now discuss whether the Mexican hat band renor-
malization provided by GW can be an indication of an
excitonic insulator physics in TiSe2. In fact, a Mexican hat
renormalization of the band shape is typical of an excitonic
phase, as Kohn has clearly shown,10 and it was already
contained in Eqs. (26) and (27) in the Keldysh and Kopaev
paper,6

εQP
c,v (k) = εc(k) + εv(k)

2
±

√
(εc(k) − εv(k))2

4
+ |
(k)|2,

(2)

providing the quasiparticle (QP) renormalized conduction εQP
c

and valence εQP
v bands, starting from noninteracting conduc-

tion and valence bands εc and εv , with 
(k) representing the
excitonic effect brought by the self-energy. Equation (2) is
the result of a simplified self-energy calculation on a model
containing only two bands. 
(k) may be assumed independent
of k in the energy region we are interested in, and with a
constant 
 Eq. (2) provides the scenario represented in Fig. 5.
We show the starting noninteracting parabolic bands, εc,v(k) =
±k2/2m∗

c,v ∓ 1, and the quasiparticle excitonic renormalized
bands εQP

c,v (k). One can see a departure from the parabolic k2

behavior toward a typical Mexican hat band shape. By playing
with the effective masses m∗

c , m∗
v and the self-energy strength


, one can explore different situations. Among them (right
panel) is a situation where one of the bands appears flattened
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rather than building up a Mexican hat shape, more similar to
what TiSe2 ARPES data on the Se 4p band at � seems to
indicate.

A realistic description is of course much more complex than
in the simple model here reported. More than two bands may
enter into play, each one with different effective masses and
anisotropic dispersions16,20,44 and with different interaction
between them.

The present GW calculation on TiSe2 finds a Mexican
hat many-body renormalization of quasiparticle energies very
much like that presented by the simple self-energy model
calculation Eq. (2) and Fig. 5. Notice that this was found by an
ab initio calculation, without conjectures or adjustable param-
eters. The analysis of the GW matrix elements presented in the
previous section has shown that strong electron-hole mixing is
at the origin of this band-shape renormalization and supports
the interpretation of TiSe2 as a system presenting the physics of
an excitonic insulator. As a necessary consequence, the system
should present an instability of the normal ground state toward
the spontaneous formation of excitons. From our ab initio GW
calculations we cannot conclude whether excitons may form
a condensate below a critical temperature and give rise to a
CDW. This in its turn might induce a distortion of the atomic
structure. Here, we have not further explored this instability.

It is important that this instability is emerging without
invoking ionic degrees of freedom and from the side of a
calculation on the nonreconstructed higher-symmetry atomic
structure. This allows us to conclude that the mechanism acting
in TiSe2 is of purely electronic origin, without the necessity of
a phonon-driven ionic mechanism.

It would be interesting to study the possibility of a CDW
in TiSe2 from calculations of the full GW Green’s function
in real space on the supercell. To address the possibility of a
PLD, the coupling with the ionic degrees of freedom should
be included within a self-consistent GW molecular dynamics
driven by the minimization of the GW total energy and forces.
This cannot change the electron-hole mixing and the excitonic
instability scenario that emerged from this GW calculation at
the undistorted atomic structure working point. However, there
can be quantitative adjustments toward a better agreement with
the observed experimental situation. A CDW would induce a
2 × 2 × 2 superperiodicity and a folding of the Brillouin zone,
so that the L point maps onto the � point. As a consequence,
electron-hole mixing between the Ti 3d lowest conduction
band and the Se 4p bands may occur, as the matrix elements
are not any more damped by the 1/|k − k′|2 factor after the
k-point folding. Also the Ti 3d band might be found to present
a Mexican hat renormalization, like Kidd et al.19 have found
and which we have not found in the GW calculation here, while
the Mexican hat renormalization of the Se 4p band might be
reduced rather toward a flattening, like at least it seems an
experimentally safe finding from our ARPES data and that of
Ref. 19. So the question about the nonquantitative agreement
between this GW calculation and the ARPES data on the
Mexican hat or flattening is not well posed, because theory
and experiment are not performed at the same working point.
In both GW and ARPES we do observe a very well-defined
departure from a k2 dispersion toward a k4 shape, which in
fact have the same underlying excitonic physics, as the simple
model Eq. (2) and Fig. 5 show.
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VIII. CONCLUSIONS

We presented both theoretical GW and experimental
ARPES and STS results on TiSe2. The many-body GW self-
energy opens a band gap of ≈0.2 eV and strongly renormalizes
the band shape with the top of valence moved away from
� toward a k4 Mexican hat feature typical of an excitonic
insulator. The calculations are in good agreement with EELS
experiments and our STS and ARPES data, which clearly
indicate a band gap and a departure from the k2 band shape. Our
calculation shows that the Mexican hat band renormalization is
already present for the higher-symmetry nondistorted atomic
structure and without invoking the role of ionic degrees of
freedom. Analysis of the effect shows that the band-shape

renormalization derives from a strong electron-hole mixing
and supports the interpretation of TiSe2 as a system presenting
the physics of an excitonic insulator.
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