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Tunneling induced transparency and slow light in quantum dot molecules
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Electromagnetic induced transparency is an optical phenomenon that allows transmission of a laser beam
through a dense medium by using a control laser beam. Here, we propose the use of a quantum molecule where
the control laser beam is replaced by the electron tunneling between quantum dots, which can be controlled by
an external electric field, opening the possibility to induce transparency and slow light with electric gates. Our
results show that a transparency window appears if the tunneling strength Te and the decay rate of direct exciton
�1 obey the condition Te/�1 � 0.5.
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I. INTRODUCTION

It is well established that quantum interference between
different excitation paths of atomic states pumped by coherent
radiation can control its optical response. An example is
the suppression of light absorption in a narrow region of
frequency which is associated with both, the enhancement of
the nonlinear susceptibility and the propagation of an optical
pulse at very low group velocities. This physical phenomenon
is known as electromagnetically induced transparency (EIT)1

and requires an atomic system with two ground states optically
coupled optically coupled to an excited state by a weak probe
and a strong control near-resonant optical fields (� system).

Semiconductor nanostructures coherently driven by strong
electromagnetic fields have been used to investigate other
quantum interference phenomena as Autler-Townes splitting
(ATS) and Mollow triplets.2,3 Some of these effects were
partially observed in single quantum dots (QDs). For example,
it has been confirmed that under strong optical excitation, the
interference between the exciton-biexciton transition produces
a dip in the optical absorption line.4 Also, a coherent absorption
dip in pump-probe experiment was observed in a ten layer
quantum dot structure and the results show that the dip effect
is robust against the effects of temperature and inhomogeneous
broadening.5 Several other works have also studied this effect
in quantum wells and QDs systems when two laser beams are
applied on the sample.6–8

Semiconductor quantum dots coupled by tunneling, also
known as quantum dot molecules (QDMs), are systems where
it is possible to create a � level configurations. In structurally
asymmetric artificial molecules, an external electric field
allows us to control the tunneling of electrons or holes
and create a multilevel structure of excitonic states.9 The
population of these levels can be coherently controlled through
an appropriate set of parameters experimentally accessible.
Protection of quantum states,10 excitonic entanglement,11,12

slow light,13 and controlled rotation of exciton qubits14 has
been recently proposed in these systems.

In this work, we analyze the linear optical susceptibility
of a QDM under coherent excitation and considering the
spontaneous exciton decay and pure dephasing as decoherence
channels. We numerically solve the Liouville-von Neumman-
Lindblad equation in the Markovian approximation and our
results show that, in the limit of low optical excitation, the
tunneling coupling establishes an efficient destructive quantum

interference path that creates a transparency window in the
absorption spectra. In the following, we will call this effect
tunneling induced transparency (TIT) because of the critical
role of tunneling in the appearance of transparency in QDMs.
By solving numerically the density matrix, we are able to
explore a wide range of parameters and we can establish the
condition that defines a threshold between transparency and the
ATS and map the behavior of group velocity in this system.

The paper is organized as follows: in Sec. II, we discuss
the physical system and model. Section III is devoted to the
analysis of the properties of optical susceptibility considering
the effects of tunneling, decoherence mechanism, and detun-
ing, including a particular discussion about the group velocity.
Section IV is reserved for our conclusions.

II. PHYSICAL SYSTEM AND MODEL

In order to investigate the optical response of a vertical
aligned quantum dot molecule, we consider a structural
asymmetry, which is introduced intentionally in order to
inhibit the hole tunneling.15 The system is driven by an
electromagnetic field and a gate electric field is applied along
of growth direction to provide a control of the level alignment.
As discussed in our previous work,10,16 the fundamental
physics of this system is captured considering a three-level
�-type Hamiltonian given by

H =
2∑

j=0

Ej |j 〉〈j | + Te|1〉〈2| + h̄� exp(iωLt)|0〉〈1| + H.c.,

(1)

where Ej = h̄ωj is the energy of state |j 〉, Te the tunneling
coupling, ωL the laser frequency, and � = μ01E/2h̄ the two-
level optical coupling, where μ01 is the dipole momentum
matrix element and E the electric field amplitude.

A schematic representation of energy levels and their
couplings and parameters is given in Fig. 1. In absence of
optical excitation, there is no excitons inside both quantum
dots, condition represented by the state |0〉. By applying an
electromagnetic field, a direct exciton is created inside the
left quantum dot, which corresponds to state |1〉. The external
electric field modifies the band profiles alignment, allowing
the electron to tunnel from one QD to another forming the
indirect exciton, which we denoted as state |2〉.
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FIG. 1. (Color online) Scheme of energy energy levels, decoher-
ence channels, detunings, and relevant Hamiltonian parameters. See
text for details.

The system dynamics is described by Liouville-von
Neumman-Lindblad equation:10

dρ

dt
= − i

h̄
[H,ρ(t)] + L(ρ), (2)

being ρ(t) the density matrix operator, H is the three-level
system Hamiltonian (1), and L(ρ) represents the Liouville
operator that describes the decoherence process. Here, we
consider two decoherence mechanisms: the spontaneous decay
of excitonic states and the pure dephasing channels. The main
source of exciton pure dephasing in QDs is the electron-
acoustic phonon interaction.17 In QDMs, the effects of pure
dephasing were experimentally explored by Borri et al.,18

who showed that for QDMs there is an enhancement of the
pure dephasing channels, in contrast to QDs, where at low
temperatures no pure dephasing occurs.

Assuming the Markovian approximation, the Liouville
operator that describes both dissipative processes is given by

L(ρ) = 1

2

∑
i

�
j

i (2|j 〉〈i|ρ|i〉〈j | − ρ|i〉〈i| − |i〉〈i|ρ)

+ γi(2|i〉〈i|ρ|i〉〈i| − ρ|i〉〈i| − |i〉〈i|ρ), (3)

where the first term describes the spontaneous decay process
from the state |i〉 to the state |j 〉 with rate �

j

i and the second
term is the pure dephasing with rate γi . Using the Eq. (3) in the
Liouville-von Neumman-Lindblad equation (2), we obtain the
complete set of coupled differential equation for the density
matrix ρij elements as follows:

ρ̇00 = −i�(ρ10 − ρ01) + �1
0ρ11 + �2

0ρ22, (4a)

ρ̇01 = i[δ1ρ01 + �(ρ00 − ρ11) + Teρ02] − (�1
0/2 + γ3)ρ01,

(4b)

ρ̇02 = i
[ρ02

2
(δ1 + δ2) − �ρ12 + Teρ01

]
− (

�1
0/2 + γ4

)
ρ02,

(4c)

ρ̇10 = i[−δ1ρ01 + �(ρ11 − ρ00) − Teρ20] − (
�1

0/2 + γ3
)
ρ10,

(4d)

ρ̇11 = i [�(ρ10 − ρ01) + Te(ρ12 − ρ21)] − �1
0ρ11, (4e)

ρ̇12 = i
[ρ12

2
(δ2 − δ1) − �ρ02 + Te(ρ11 − ρ22)

]

− [(
�1

0 + �2
0

)
/2 + γ5

]
ρ12, (4f)

ρ̇20 = i
[
−ρ20

2
(δ1 + δ2) + �21 − Teρ10

]

− (
�2

0/2 + γ4
)
ρ20, (4g)

ρ̇21 = i
[ρ21

2
(δ1 − δ2) + �ρ20 + Te(ρ22 − ρ11)

]

− [
(�1

0 + �2
0)/2 + γ5

]
ρ21, (4h)

ρ̇22 = iTe (ρ21 − ρ12) − �2
0ρ22, (4i)

where γ3 = γ1/2, γ4 = γ2/2, and γ5 = (γ1 + γ2)/2. The de-
tunings are defined as δ1 = (ω01 − ωL) and δ2 = δ1 + 2ω21

with ωij the transition frequency between |i〉 and |j 〉 states.
In our model, the laser field only couples the vac-

uum and direct exciton states |0〉 and |1〉, with Rabi fre-
quency �. The linear optical susceptibility function χ =
χ ′ + iχ ′′ is a complex function that contains all the informa-
tion about the coherent optical excitations. For our system,
the linear susceptibility is just proportional to the density
matrix element ρ01:

χ = �opt

V

|μ10|2
ε0h̄�

ρ01, (5)

where �opt is the optical confinement factor,13 V is the volume
of a single QD, and ε0 is the dielectric constant. The optical
absorption spectrum α(ωL) is determined by the imaginary
part of the linear susceptibility χ ′′. In addition, the refraction

δ1 (meV)
-0.04 -0.02 0 0.02 0.04

Ra

Rb

α

(b) Te = Γ1/3

(a) Te = Γ1

FIG. 2. (Color online) Imaginary part of resonances Ra and Rb

and optical absorption α as a function of detuning δ1 for different
Te/�1 ratios. (a) Autler-Townes splitting regime and (b) tunneling
induced transparency regime.
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FIG. 3. (Color online) Imaginary (a) and real (d) parts of optical susceptibility as a function of laser detuning δ1 and ω21 within the TIT
condition Te = �1/2. Absorption profiles as a function of δ1 for fixed values of ω21 are shown for (b) ω21 = 0 and (c) ω21 = −0.01 meV (red
line) and ω21 = 0.04 (black line). Real part profiles are shown for (e) ω21 = 0 and (f) ω21 = −0.01 meV (red line) and ω21 = 0.04 (black line).

index is defined in terms of the complex dielectric function as

n(ωL) =
√

1
2 [ε′(ωL) +

√
ε′(ωL) + ε′′(ωL)], (6)

where the real and imaginary parts of ε and χ are related by
ε′ = 1 + 4πχ ′ and ε′′ = 4πχ ′′, respectively. The light group
velocity vg is a function of the refraction index given by

vg/c = 1

n + ωL(dn/dωL)
, (7)

where c is the light speed in vacuum. With this considerations,
we investigate the behavior of the absorption profile and
refractive index of the medium in presence of the coupling
tunneling by solving numerically the coupled equations (4) in
the steady regime.

III. RESULTS AND DISCUSSION

For our investigation, we consider realistic parameters
for InAs self-assembled QDM under coherent laser exci-
tation, which can be summarized as h̄ω10 ∼ 1.6 eV,19,20

h̄� � 0.05–1.0 meV,21,22 the effective dephasing parameters,

�1 = �1
0/2 + γ3 and �2 = �2

0/2 + γ4, are in energy units �1

∼ 2–10 μeV18,23,24 and �2 ∼ 10−3�1.25 The tunneling cou-
pling, which depends the barrier characteristics and the
external electric field, was selected to be Te ∼ 0.01–0.1 meV26

or Te ∼ 1–10 meV,27 for weak and strong tunneling regime,
respectively. Other parameters such as the optical confinement
factor �opt = 6 × 10−3, momentum matrix element μ10/e =
21 Å, and QD volume V , were taken from Ref. 28.

Initially, we investigate the behavior of optical susceptibil-
ity and search for transparency windows in our system. It is
important to mention that sharp reduction or dips in the optical
absorption line can be produced by two type of processes: the
TIT and ATS. Transparency is a consequence of the destructive
interference produced between two optical paths, observed
when the coupling field is weaker than the optical transition
decay rate. A second signature of this phenomenon is an abrupt
change on the slope of the real part of the susceptibility in
the same interval of frequencies where the dip is observed.
ATS appears in the opposite limit, when the field coupling is
stronger than the decay rate and consists in the splitting of the
absorption spectra in two Lorentzian-like peaks separated by a
zero absorption gap. Thus the reduction in the absorption can
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FIG. 4. (Color online) Same as in Fig. 3 for Te = �1.

be interpreted either as a process of destructive interference
between two competitive optical channels, or as the splitting
into two components of the absorption spectra.

In order to establish a specific condition to distinguish TIT
from ATS, we solve analytically the set of equations (4) in the
limit of of low excitation approximation (Te � �) to obtain
the density matrix element ρ10:

ρ10 = (δ1 + δ2) + 2i�2

(iδ1 − �1) [i (δ1 + δ2) − 2�2] + 2T 2
e

, (8)

which is a sum of the two components:

Ra = δb
1 − i�1

δa
1 − δb

1

1(
δ1 − δa

1

) , (9a)

Rb = δa
1 − i�1

δb
1 − δa

1

1(
δ1 − δb

1

) , (9b)

with

δ
a,b
1 = 1

2 [−i(�2 + �1) − ω21 ∓
√

Z]. (10)

Here, the upper (lower) sign correspond to a(b) resonance and
the function Z is given by Z = 4T 2

e − �2
2 + 2�2 (�1 + i�2) −

�2
1 − 2iω21�1 + ω2

21. The threshold value of Te that separates
TIT (weak coupling) from ATS (strong coupling) is obtained

from the analysis of resonances29 Ra,b. In Fig. 2, we plot the
contributions Ra and Rb resonances to total absorption profile
as a function of detuning δ1 considering ω21 = 0 (resonant
tunneling condition). We use different values of Te/�1 to
illustrate that the evolution of the absorption line from ATS to
TIT depends on this ratio. Even at the intermediate coupling
regime Te = �1, shown in Fig. 2(a), the absorption profile
has two separated peaks, each corresponding to resonances
Ra and Rb. That means that the dip (black line) can be
interpreted as the gap between two different components of
absorption, a doublet, which is a characteristic of the ATS
effect. In the situation of weak coupling, as shown in Fig. 2(b),
the resonances Ra and Rb are strongly overlapped and the
overall absorption line is composed by two Lorentzian-like
peaks and one of them negative. This behavior reveals a
destructive interference process which produces a narrow dip
in the absorption profile. For ω21 = 0, we obtain the threshold
value Te = (�1 − �2)/2. In our system, the condition �1 � �2

is valid, therefore the threshold is given by Te/�1 = 0.5.
In Figs. 3 and 4, we show the real and imaginary parts of

the optical susceptibility obtained numerically as a function
of the detuning parameters δ1 and ω21. We analyze our
results considering the threshold condition Te = �1/2, which
corresponds to the TIT regime. The imaginary and real parts
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FIG. 5. (Color online) (a) Optical absorption as a function of detuning δ1 and the ratio Te/�1 for ω21 = 0. In (b) and (c) is shown two
different tunneling coupling regimes (white dashed lines).

of optical susceptibility are plotted in Figs. 3(a) and 3(d),
respectively. The imaginary part or optical absorption shows
the TIT dip at the full resonance condition: δ1 = ω21 = 0,
as shown in Fig. 3(b). For other values of δ1 and ω21, the
position of the absorption minimum follows the condition
ω21 + δ1 = 0. When the electric field is set such that ω21 
= 0,
the position of the minimum of absorption occurs for δ1 
= 0
with a nonsymmetrical profile, as shown in Fig. 3(c) for
ω21 = −0.01 meV (red line). This is because the resonance
Rb keeps a Lorentzian shape, while the negative resonance
Ra produces the displacement of the absorption dip following
the condition δ1 + ω21 = 0. This behavior allows us to control
the transparency window with an external electric field. Away
from resonance, as shown in Fig. 3(c) for ω21 = 0.04 meV
(black line), the relative intensity of the negative resonance Rb

decreases and the absorption is dominated by the Rb resonance.
In this situation, the optical response of the QDM behaves as
a typical two-level system, as expected.

The behavior of the real part of the optical susceptibility,
Fig. 3(d), shows the same features along the line defined by
ω21 + δ1 = 0. Considering the condition ω21 = 0, the real part
shows a sharp variation around δ1 = 0, which represents a
large positive derivative in the refractive index, as shown in
Fig. 3(e). As we can see from the comparison between the
full resonance case and the situation when ω21 = −0.01 meV
[red line in Fig. 3(f)], the positive derivative position can be
controlled by changing the electric field (ω21) and adjusting
the laser detuning, such as the condition δ1 + ω21 = 0 is
fulfilled. Again, this effect is related with resonances Ra,b: the
contribution of resonance Ra to the real part of susceptibility
is responsible for the positive derivative shown in Fig. 3(e).
The contribution of resonance Rb produces a behavior similar
to a two-level system and becomes dominant for large values
of ω21, as seen for ω21 = 0.04 meV in Fig. 3(f) (black line).

In order to compare TIT with ATS behaviors, we show
in Fig. 4 the optical susceptibility for Te/�1 = 1. We can
see in Figs. 4(a) and 4(d) that the two-level behavior of real
and imaginary parts of the susceptibility is broken around the
condition δ1 + ω21 ∼ 0. The region of zero absorption occurs

in the gap between the resonances Ra and Rb. For ω21 = 0,
as shown in Fig. 4(b), the absorption profile is symmetric
about δ1 = 0 and its shape is defined by the superposition of
two identical Lorentzian-like functions. On the other hand,
for ω21 
= 0, the symmetry is broken and the components Ra

and Rb behave differently. One of the components always keep
the Lorentzian-like shape, while the other one becomes narrow
and moves out of the center (δ1 = 0), as we can see in Fig. 4(c)
for ω21 = −0.01 meV (red line). For even larger values of ω21,
the shape of absorption spectrum becomes a single Lorentzian-
like function resembling the absorption of a two-level system,
which is shown in Fig. 4(c) (black line) for ω21 = 0.04 meV.
The real part of susceptibility for ATS condition, depicted on
Fig. 4(d) for ω21 = 0, shows that the positive derivative around
δ1 = 0 is smaller than those obtained for TIT condition. This
derivative decreases when ω21 increases, as shown in Fig. 4(f)
for ω21 = −0.01 meV (red line) until the behavior of Reχ is
nearly similar to a two-level system, which is shown in Fig. 4(f)
for ω21 = 0.04 meV (black line).

FIG. 6. (Color online) Dependence of the rate c/vg with the
Te/�1 ratio following the condition δ1 + ω21 = 0.
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FIG. 7. Variation of the maximum values of c/vg with δ1 and ω21.
Areas of circles are proportional to c/vg and the maximum circle area
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To finish our analysis about the difference between
tunneling TIT and ATS regimes for a QDM, we plot in Fig. 5
the imaginary part of susceptibility as a function of both, laser
detuning δ1 and the ratio Te/�1. We can observe that the
width of the zero absorption region (�), increases when the
ratio Te/�1 increases. Our numerical analysis shows that for
Te/�1 � 1 (ATS) the absorption gap � is proportional to Te.
For Te/�1 � 1, we establish that � ∝ √

Te/�1.
As discussed ion Sec. II, the light group velocity, given

by Eq. (7), is a function of the derivative of the refractive
index dn/dwL. Alternatively, a quantity commonly used to
evaluate the variations of group velocity is the ratio c/vg ,
which is directly proportional to dn/dwL. Our calculations of
Reχ show that there is an appreciable positive variation of the
derivative whenever the condition δ1 + ω21 = 0 is satisfied.
Here, we focus our calculations of c/vg ratio around this
particular condition in order to obtain the maximum value of
c/vg or, equivalently, the minimization of the group velocity
for a given choice of Te/�1. In Fig. 6, we plot this quantity as a
function of Te/�1, considering different values of δ1 and ω21.
We note that the maximum value c/vg ≈ 106 is obtained at
full resonance condition (δ1 = ω21 = 0) when Te/�1 tends to
zero. On the other hand, as expected, the c/vg ratio decreases
rapidly when the Te/�1 increases. This is a consequence of
the dependence of derivative dn/dωL with Te when the system
evolves from TIT to ATS regimes. Out of the full resonance
condition, red and blue lines on Fig. 6, the maximum value

is obtained for Te/�1 values that depend on δ1 and ω21. This
behavior does not depend on the sign of the parameters, as can
be seen by comparing solid and dashed lines for each choice
of δ1 and ω21 values.

These results allow us to say that with an appropriate choice
of laser detuning, electric field, and tunneling coupling, we
can optimize the slow light phenomena in artificial QDMs.
However, the parameter Te depends on the double quantum
dot barrier, and is therefore defined in the growth process of
the sample. This situation, makes the tunneling manipulation
technically complicated.

In Fig. 7, we show the maximum values of c/vg ratio as
a function of detuning parameters ω21 and δ1 for some fixed
values of tunneling Te. As expected, we observed that the
maxima c/vg rates occur around the condition δ1 + ω21 = 0.
At the ATS condition, depicted in panel (a), we observe that
these maximum values are spread out over a wide range of
positive and negative values of δ1 and ω21 parameters. As the
system evolves to the TIT condition, we observe that the c/vg

maximum ratio are compressed at narrow regions of detuning
parameters, panel (b), and when the system reaches the TIT
regime, the maximum c/vg ratio is located around the complete
resonance condition δ1 = ω21 ∼ 0. Thus, depending on the
value of tunneling, in principle, it is possible to find a regime
of detuning parameters that maximize c/vg or, equivalently,
minimize the light group velocity.

IV. CONCLUSIONS

In this work, we explore the optical properties of QDMs, by
considering a direct and indirect excitonic states coupled by
tunneling. A laser field promotes an electron from valence to
conduction band, creating the direct exciton, and a gate electric
field is used to manipulate the levels detuning. Our numerical
solution of the Liouville-von Neumman-Lindblad equation,
Eq. (2), shows that optical susceptibility has two different
behaviors, which depend on the ratio between the tunneling
coupling Te and the decoherence parameter �1; for values
below the threshold given by Te/�1 = 0.5, the system shows
TIT. Above this value, the physical behavior corresponds to
ATS. We showed that in the TIT regime, the optical absorption
exhibits its characteristic transparency window when laser is in
resonance with the frequency of the direct exciton transition.
With an external electric field, we have an additional control
parameter (the detuning ω21), which opens the possibility to
shift and optimize the transparency window. This property
could be used to construct a high-resolution light filter.
Additionally, we have mapped the behavior of the light group
velocity as a function of detunings δ1 and ω21 for different
values of the ratio Te/�1. We found that light group velocity
could be reduced by a factor of 106 in QDMs.
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