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Channeling of low-energy ions on hydrogen-covered single-crystal surfaces
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Low-energy ion beam techniques such as direct recoil spectroscopy (DRS) are well-suited for directly detecting
adsorbed hydrogen. However, with this approach it has previously only been possible to detect the hydrogen
configuration on single-crystal surfaces for a narrow range of conditions (e.g., when the adsorbate atoms reside
close to the surface). In this study we investigate the experimental and modeling tools needed to extend DRS to
a much wider range of adsorption geometries. At grazing incidence, we show how adsorbed hydrogen affects
ion focusing along open surface channels, thereby revealing fine details about the binding geometry even for
adsorbates residing high above the substrate. Under such conditions, the scattering process is characterized
by ions interacting with many atoms simultaneously. Therefore interpreting these types of measurements
properly requires realistic molecular dynamics (MD) simulations with accurate scattering potentials at large
distances. As an illustration of the progress that can be made, we consider how hydrogen is recoiled from
W(100)+H(ads) during exposure to a low-energy (1 keV) Ne+ analysis beam at grazing incidence. The closest
approach distance of the ions is >1 Å, making hydrogen located high above the substrate readily accessible.
By mapping the hydrogen recoils over different crystallographic directions using DRS, we identify focusing
mechanisms that provide information on the adsorbed hydrogen configuration. When W(100) is continuously
dosed with H2(g) to maintain a saturation coverage, we observe enhanced recoil signals along the 〈100〉 and
〈110〉 azimuths consistent with hydrogen residing in bridge sites. The reproduction of the complex experimental
scattering spectra by our MD modeling techniques offers a pathway to locate hydrogen well within its vibrational
envelope.
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I. INTRODUCTION

Hydrogen-metal interactions have received considerable
attention, particularly because of their relevance to hydrides,1

hydrogen energy infrastructure,2 and plasma-facing compo-
nents in magnetic fusion reactors.3 However, determining the
detailed configuration of adsorbed hydrogen can be a notori-
ously difficult task. Limited understanding of H chemisorption
sites has been inferred from electron-based techniques4–6 and
more recently from scanning tunneling microscopy (STM).7

However, the hydrogen atoms themselves only subtly affect
the detected signal, and positive identification of the binding
configuration is problematic. In such situations, changes in
the substrate from reconstruction can easily overwhelm any
observable effect from the adsorbate. Thus, the extensive
literature on surface reconstructions altered by H adsorption
relies on indirect measurements to infer the hydrogen binding
sites.

It has been known for quite some time that low-energy
ion beam techniques are capable of detecting hydrogen and
other light adsorbates directly.8–11 Low-energy ion scattering
(LEIS) and direct recoil spectroscopy (DRS) are two closely
related diagnostics especially well-suited for this purpose,
since they provide both surface compositional and structural
information. Despite the advantage of direct sensitivity to
hydrogen, hydrogen binding sites have been determined only
in specialized cases with these techniques. Multiple collisions
often contribute to the detected ion signals, which complicate
the analysis. This has undoubtedly hindered efforts to analyze
hydrogen binding, and any improvements to the experiments
or their interpretation would be particularly welcome.

At this point, it is worth pointing out that the difference
between the two techniques (as their respective names suggest)
is whether the detected species are scattered incident ions
(LEIS) or recoils from the substrate/adsorbate (DRS). While
different collision processes contribute to the detected ion
signals, in general the same analyzer collects both species
during the measurement. In both cases, the detected particle
energies provide information on the surface composition,
whereas shadowing and focusing effects between adjacent
atoms provide information on the local atomic structure.
A key concept used for structural analysis is the “shadow
cone,” which is a region of space behind a surface atom that
incident ions cannot reach. Surface atoms that are shadowed
do not contribute to the detected signal. Conversely, atoms
just outside of a shadow cone receive a higher flux due to
focusing. If the interatomic potential between the incident
ions and surface atoms is well known, the shadow cone
dimensions can be calculated in a straightforward manner
using a variety of analytical expressions.12,13 This enables
atomic positions to be determined in real space. It is important
to keep in mind that adsorbed hydrogen does not strongly
deflect even light ions (He+, Li+, and Ne+) typically used to
probe the surface. To determine the location of the hydrogen,
the incident particles can be focused by substrate atoms.
These conditions make DRS the natural choice for detecting
hydrogen, although LEIS has also been successfully used in
several cases.8 Given the strong nature of shadowing and
focusing, the detected hydrogen recoil signal then can be
expected to depend critically on the adatom location relative
to the substrate atoms.
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A. Prior approaches to detecting hydrogen
with low-energy ion beams

It is worth considering under what conditions it has been
previously possible to determine the hydrogen configuration
successfully. Past studies suggest that when it resides close to
the surface (such as in hollow sites or in the troughs between
atom rows), the hydrogen can be readily detected using
DRS and analyzed using conventional shadow cone analysis.
However, density functional theory (DFT) predictions indicate
that it is not uncommon for hydrogen to reside at heights
of 1 Å or more.14 Assuming a typical shadow cone shape,
grazing angles of incidence would be needed to focus the
ions into the adsorbate atoms. Under such conditions, the ions
interact with an extended region of the surface, and the binary
collision approximation (BCA) fails. This renders many of the
simpler tools commonly used to model ion scattering (e.g.,
MARLOWE15) inaccurate.

Improvements to low-energy ion beam techniques for hy-
drogen detection could be realized by using an analysis beam
angled at grazing incidence. In such situations the energy of
the ions perpendicular to their direction of flight is very small.
This increases the distance of closest approach to the outermost
atoms, providing access to hydrogen located high above the
surface. One approach would be to characterize the angular
distribution of forward scattered ions with a large solid-angle
microchannel plate detector, using a procedure similar to that
of Schüller and coworkers to analyze the Fe(110)+O and
Fe(110)+S systems.16 In principle, the presence of hydrogen
might be inferred by their effect on the trajectories of scattered
ions, thereby providing a possible pathway for detection.
In the present study we detect recoiled hydrogen directly
using DRS. In this configuration (illustrated in Fig. 1), ions
directed at grazing incidence angles are gently steered by
the heavy substrate atoms and then undergo hard (small
impact parameter) collisions with the hydrogen atoms. These
hydrogen atoms are recoiled at large angles and can be readily
detected using a conventional electrostatic analyzer or time
of flight system. To extract useful information from the recoil
signals, the paths of the incident ions traveling along surface
channels and the hydrogen ejected from the surface must be
well understood.

B. The W(100)+H(ads) model system

To test our modeling and experimental approaches, we con-
sider the W(100)+H model system. W(100) is ideally suited
for grazing incidence measurements, particularly because
tungsten is a high-Z material and can deflect incoming ions
even at large distances from the surface. Early LEED measure-
ments show a c(2 × 2)-H phase on W(100) for low hydrogen
coverage at 25 ◦C,17 later attributed to reconstruction.4,5 The
surface reverts to a (1 × 1) configuration once the coverage
approaches saturation. Subsequent measurements with STM18

have since confirmed these findings.
For the (1 × 1) phase at saturation hydrogen cover-

age, off-specular HREELS6,19 and inelastic He scattering
measurements20 provide evidence of hydrogen binding to
bridge (twofold) sites through vibrational analysis. Infrared
vibrational spectra also support these findings.21 The sat-
uration coverage (2 × 1015 H/cm2) estimated from ion
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FIG. 1. (Color online) (a) Scattering geometry for an ion deflected
by a single row of surface atoms at grazing incidence. A single
recoil atom produced by a hard collision is also shown, along with
the definitions for the incidence (α), azimuth (ϕ), and observation
(θ ) angles. The vibrational model proposed by Barnes and Willis
(Ref. 19) for H residing within bridge sites on W(100) are shown
from both top (b) and side (c) perspectives.

beam analysis22 and work function measurements4 are also
consistent with bridge site occupation (2 H/W). Prior DFT
calculations for unreconstructed W(100) largely are in accord
with the experimental findings, showing the energy for
adsorption at bridge sites is 0.4 eV lower than at fourfold
hollow sites and 0.7 eV more favorable than at top sites.14,23

Binding to the partially covered c(2 × 2)-H surface has been
less extensively studied. Based upon HREELS measurements,
Barnes and Willis19 developed a vibrational model for H that
fits bridge site binding of H on W(100) at all coverages. In
Fig. 1 we provide an illustration of the three vibrational modes
from their proposed model. The remaining two vibrational
modes are parallel and perpendicular to the plane containing
the W-H-W bond, as shown in case (b). Case (c) illustrates
a stretch mode perpendicular to the surface. Barnes and
Willis considered coverage factions ranging between 0.01
and 1.0 (saturation) and found that the HREELS energy-loss
peaks shifted with coverage. They attributed the shift to
changes in the W-H-W bond angle resulting from the effect
of reconstruction on the lateral spacing of surface W. It was
concluded that hydrogen preferentially binds to “short” bridge
sites in the reconstructed surface at partial coverage.

C. Experimental and modeling approach

The objective of this work is to demonstrate the feasibility
of using the DRS approach previously outlined for detecting
H adsorbed on surfaces. For this purpose we consider the
well-characterized adsorption system W(100)+H(ads). Based
on a combination of previously published experimental results
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and our own theoretical calculations, we are able to use this
surface as a model for scattering measurements. Using an
angle resolved ion energy spectrometer (ARIES) we mapped
hydrogen recoil signals along different surface channels using
DRS. With a simple qualitative model of surface channeling,
we are able to show how these recoil intensity patterns are
uniquely related to the positioning of the hydrogen atoms
on the surface. We then apply molecular dynamics (MD)
simulations to accurately model the scattering and measure
the adsorbate height.

II. MODELING HYDROGEN ADSORPTION
ON W(100) WITH DFT

The prior experimental and modeling work on
W(100)+H(ads) suggests a well-defined picture of how
W(100) behaves with a saturation coverage of hydrogen.
However, a detailed comparison of the different binding
sites at low coverage has not been studied extensively. To
clarify the understanding for intermediate coverage on the
reconstructed surface, we performed our own first-principles
calculations using the DFT code VASP (Vienna ab initio
simulation package).24 To compute the binding geometry of
H on W(100), we used the Perdew-Burke-Ernzerhof (PBE)
implementation of the generalized gradient approximation25

and the projector-augmented wave approximation.26,27 We
modeled the W(100) substrate as a four-layer slab, with
hydrogen adsorbed on top of it. The positions of the atoms of
the lower layer were fixed at their theoretical bulk W locations
(aPBE 3.16 Å); all other atom positions were relaxed until
forces on them were <0.03 eV/Å in magnitude. For accuracy,
we used a 700 eV plane-wave basis cutoff and sampled the
2 × 2 surface brillouin zone with an 8 × 8 set of equally
spaced k-vectors. We accelerated electronic relaxation through
Methfessel-Paxton Fermi level smearing28 (width = 0.2 eV).

As a preliminary measure, we calculated the binding
configuration for the saturation coverage case, i.e., (1 × 1)
W(100)+H. We found the bridge site to be much more
energetically favorable than the fourfold hollow site, a result
that is in accord with previous work by White et al.14 Our
predictions of the adsorbate height above the first plane
of substrate atoms (given in Table I) also compare well
with this prior work. As expected, when we simulated a
partial coverage of hydrogen (� = 1), the first-layer tungsten
atoms displaced into a c(2 × 2)-H configuration. The substrate
atom displacements from DFT were in reasonable agreement
with the experimental findings of Barnes and Willis,19 who
measured δ � 0.30 ± 0.05 Å. In this configuration our DFT
calculations predict that H resides in the short bridge sites at
a height of 1.42 Å above the surface, or about 0.32 Å higher
than in the saturated (1 × 1) configuration. All sites examined
near the fourfold hollow location were found to be unstable.

TABLE I. Hydrogen configuration on W(100) predicted by DFT.

Fourfold hollow h = 0.49 Å �H = 1 H/W
Bridge h = 1.10 Å �H = 2 H/W
Reconstructed bridge h = 1.42 Å �H = 1 H/W
Tungsten displacement δ = 0.31 Å �H = 1 H/W

TABLE II. DFT predictions of RMS vibrational amplitudes of H
on W(100).

√
〈x2〉 = 0.057 Å√〈y2〉 = 0.12 Å√
〈z2〉 = 0.078 Å

The positioning of the adsorbed hydrogen atoms will also be
affected by thermal vibrations and could potentially affect any
experimentally observed scattering signals. With the model
proposed by Barnes and Willis in mind,19 we calculated the
response of the adsorbed hydrogen to small displacements
using DFT along the three axes referenced in Fig. 1. The
calculated RMS vibrational amplitudes at room temperature
are listed in Table II. The most striking characteristic of these
results is the large amplitude along the y axis (perpendicular
to the plane containing the W-H-W bond) in comparison to
the other axes. A likely explanation is that along this direction
the adsorbed H has very little interaction with the neighboring
atoms that would counteract small displacements. We found
this effect to be even stronger at lower coverage where fewer
hydrogen atoms are in neighboring sites.

III. EXPERIMENTAL CONFIGURATION
AND SAMPLE PREPARATION

We performed LEIS and DRS measurements using an
angle-resolved ion energy spectrometer (ARIES) configured
specifically for studies of light adsorbates. Further details
regarding the instrument and our experimental procedures
may be found in our prior work.29,30 For the experiments
discussed herein, the mass-separated incident beam consists
of 1 keV Ne+ ions rastered over a 2 × 2 mm area, with current
densities between 4.0 × 1012 and 1.5 × 1013 cm−2 s−1. An
electrostatic energy analyzer collects forward scattered and
recoiled particles and can be positioned at angles ranging
between 20◦ � θ � 90◦. [Scattering angles are illustrated
in Fig. 1(a).] For most of the measurements presented in this
article, we used a detection angle of θ = 45◦. The spectrometer
is mounted on a rotatable stage with the 2 mm diameter circular
acceptance aperture located 18.5 mm away from the sample.
We measured the energy spread of the beam by passing it
directly through the analyzer; at 3 keV the full width at half
maximum was approximately 1 eV.

The surface of our single crystal (MaTecK) was oriented
within 0.1◦ of the (100) crystal plane. To prevent undesired
masking effects at grazing incidence, we secured the crystal
about its periphery by a Ta wire. Our precision manipulator
allows the angle between the polished surface and the incident
beam to be determined to within 0.1◦. A heater mounted
behind the sample enables temperatures up to 1200 ◦C to be
maintained, and impurities were removed by cycles of sputter
cleaning and annealing. Adding hydrogen to tungsten surfaces
is straightforward since there is no barrier to dissociative
chemisorption; simply introducing H2(g) at partial pressures
above 10−7 torr saturates the surface. The base pressure in our
vacuum system was 4 × 10−10 torr, with H2(g) comprising
most of the residual gas species.
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An important consideration for the scattering and recoil
maps is the possibility for ion-induced damage to degrade
the surface structure. Upon initial consideration, one might
expect damage to the W(100) substrate to deteriorate the
W(s) signal variation with azimuth. However, we noted no
such difference between measurements taken before and after
mapping. One possible explanation is that the low sputtering
yield and high damage threshold for W exposed to low-energy
Ne+ ions mitigates some of the dose-dependent effects of
the ion beam. Taking into account that defects in W become
mobile and begin to anneal at temperatures above 400 ◦C,31

we used periodic heating cycles to further ameliorate damage
and to help reorder the surface. During the measurements, the
incident beam also recoils hydrogen from the surface, thereby
creating vacancies within the adsorbate layer. However, this
was quickly replenished by continuous exposure of the sample
surface to hydrogen.

IV. DRS MEASUREMENTS

An experimental ion energy spectrum obtained at room
temperature is shown in Fig. 2 for 1 keV Ne+→W(100). The
scattering geometry, including the angle of incidence (α), the
scattering angle (θ ), and the azimuth (ϕ) are also indicated.
Note that the ϕ = 0◦ azimuth aligns with the 〈100〉 direction,
as shown in the inset. Even in the absence of H2 dosing (as
is the case for this spectrum), a small peak associated with
recoiling H atoms still persists, due to residual H2 within the
system. For θ = 45◦, a peak associated with the single elastic
recoil H occurs at E/E0 = 0.090. The locations of scattering
(s) and recoil (r) peaks associated with O and W are also
noted in Fig. 2. One striking feature of the spectrum is the
peak at E/E0 = 0.14, above the H single elastic recoil energy.
This behavior was also observed in prior work by Bastasz,32,33

who found the most plausible explanation was multiple surface
scattering/recoil events involving hydrogen. At more grazing
incidence, this secondary peak disappears. The signal intensity
centered at E/E0 = 0.75 did not correspond to any expected
impurities within our system. Moreover, the height of this peak
varied with temperature in a strikingly similar manner to the
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FIG. 2. (Color online) Ion energy spectrum for 1 keV
Ne+→W(100), obtained at room temperature. Peaks due to scattered
Ne+ are marked with the notation (s); recoils are indicated with the
notation (r). Inset: Top view of the W(100) surface showing reference
direction for ϕ = 0◦.

H(r) signal. To provide further insight into the origin of this
intensity we used a modified version of the binary collision
code MARLOWE,15 which provided specialized output de-
tailing the incident ion and recoiling atom trajectories. These
simulations reproduce this intensity structure and indicate it
originates from Ne+ atoms which lose energy by interacting
with the adsorbed H layer prior to detection.

Oxygen impurities on the tungsten surface can potentially
affect hydrogen adsorption. To estimate the coverage of
these impurities, we calculated the respective cross-sections
for 1 keV Ne+ ions scattering from W and O using the
Biersack-Haggmark approximation for the scattering integrals
and the Ziegler-Biersack-Littmark potential and screening.
Integrating the W(s) and O(s) peaks in Fig. 2 and scaling
them according to their respective cross-sections, we estimate
the surface coverage to be 1.8%. A similar estimate can be
performed for the O(r) peak, yielding a coverage of 0.7%. This
is likely an underestimate given the low ionization fraction for
the recoiling oxygen. Nevertheless, these estimates suggest
that the oxygen concentration is safely below 2%.

The substrate configuration will certainly influence where
hydrogen binds to the surface, making a preliminary check
of local atomic structure particularly worthwhile. A series of
azimuthal scans performed at discrete polar angles quickly
revealed the fourfold symmetry of the W(100) surface. Using
shadow cone analysis, we found that the scattering signals
indicated that the W atoms reside in locations close to their
bulk-terminated locations.

Having characterized the surface composition and verified
the substrate structure, analyzing the hydrogen recoil signals is
now possible. For this purpose we constructed hydrogen recoil
maps which show the variation of the H(r) signal over a wide
range of α and ϕ. We probe the surface with 1 keV Ne+ and
monitor the relative energy E/E0 = 0.090 associated with the
single elastic recoil peak for H. We considered polar angles
ranging between 70.53 � α � 84.26 over a complete 360◦
rotation in azimuth (ϕ). The maps shown in Fig. 3 have been
rendered from a grid of 29 × 181 angular positions using
first-order interpolation but are otherwise unaltered from the
raw data (i.e., no reflection has been performed).

For the recoil maps depicted in Fig. 3, the coloration indi-
cates recoil intensity in counts/nC, and key crystallographic
directions are provided on the top axis. Case (a) depicts the
H(r) intensity when the surface has been dosed with H2(g) at
a pressure of 10−6 torr at 25 ◦C to reach saturation coverage.
Recall that under these circumstances we expect the W(100)
surface to be in a (1 × 1) phase with H atoms residing in bridge
sites. Case (b) corresponds to partial hydrogen coverage (from
the residual amount remaining in the vacuum system) where
the substrate is expected to have reconstructed to a c(2 × 2)
configuration. Finally in case (c), we have heated the crystal
to 300 ◦C to desorb all but a small concentration of H on the
surface. For all three maps the energy of the incident Ne+ ion
beam was 1 keV. Note that ϕ = 0◦ has been referenced to the
〈100〉 set of azimuths along the surface, and a detector angle
of θ = 45◦ was used.

In Fig. 3(a) the fourfold symmetry of the recoil intensity
pattern is instantly recognizable with two different structures
visible. For α < 75◦, the H(r) peaks occur along the 〈100〉
azimuths. In the range 78◦ � α � 83◦, a secondary set of
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FIG. 3. (Color) Recoil intensity maps from the W(100) surface exposed to (a) a H2(g) pressure of 10−6 torr with Tsurf = 25 ◦C; (b) residual
H2(g) with Tsurf = 25 ◦C; and (c) residual H2(g) with Tsurf = 300 ◦C. The maps were obtained with a 1 keV Ne+ analysis beam.

maxima paired along the 〈110〉 directions emerges, gradually
converging as α increases. The residual hydrogen case depicted
in Fig. 3(b) displays qualitatively similar characteristics to case
(a), although the intensity patterns along the 〈110〉 azimuths
are less distinct by comparison whereas the structure centered
along the 〈100〉 directions is narrower. For minimal hydrogen
coverage at elevated temperature shown in Fig. 3(c), the
hydrogen signal is completely different from the previous two
cases. Here, the recoil signal is only visible along the 〈100〉
azimuths and becomes more intense at lower α.

V. INTERPRETATION OF THE RECOIL MAPS

The maps presented in Fig. 3 provide clear evidence of
ion-focusing effects that, if properly interpreted, could reveal
the adsorbate configuration. The problem then becomes how
to extract this information from the experimental data. For the
(1 × 1) phase at saturation coverage, three high symmetry sites
(top, bridge, and hollow) are illustrated in Fig. 4, along with
the first layer tungsten atoms. As previously discussed, the
regions of highest recoil intensity in Fig. 3(a) (corresponding
to saturation coverage at room temperature) are centered along
the 〈100〉 and 〈110〉 azimuths. Incident ions are deflected away
from W atom rows, and any configuration where the hydrogen
resides within the open directions (channels) would increase
the recoil yield. The shaded regions in Fig. 4 illustrate the
prominent channels and the three high symmetry-binding con-
ditions. Only when the bridge sites are occupied does an unob-
structed row of H atoms reside along both the 〈100〉 and 〈110〉
channeling directions (highlighted by the dashed line). There-
fore, bridge site bonding is more consistent with our experi-

mental measurements at saturation coverage, a finding that is
in accord with previously published work and our DFT model.

The similarities between the maps depicted in Figs. 3(a) and
3(b) suggest that the preferred binding configuration remains
similar even at lower coverage. Some subtle differences exist
and could be due to substrate reconstruction or changes in
ion focusing as the hydrogen coverage is decreased. Recall
that when the W(100) surface reconstructs to form a c(2 × 2)
phase at partial coverage, the first-layer tungsten atoms are
displaced 0.31 Å laterally from their positions in the (1 × 1)
configuration. This modifies the channel geometry along the
〈100〉 directions. In addition, less hydrogen is available in the
surface channels to deflect ions.

The high temperature/low coverage map in Fig. 3(c) shows
a much different behavior. The patterns along the 〈110〉

(a)
BRIDGE

(b)
HOLLOW

(c)
TOP

<100>

<11
0>

3.1652 Å

2.2
38

1 Å

FIG. 4. (Color) Possible hydrogen binding configurations for the
W(100) surface with prominent channeling directions indicated by the
shaded regions. When bridge sites are occupied, unobstructed rows
of hydrogen atoms lie within channels along both the 〈100〉 and 〈110〉
directions, as illustrated by the dashed lines in case (a). First-layer
W atoms are represented by blue markers, whereas adsorbed H are
indicated in red.
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directions are now nearly absent, and the recoil signals along
the 〈100〉 azimuths are most intense at steeper incidence
angles. We were able to eliminate any possibility of significant
changes in the substrate structure using LEIS, based upon
azimuthal scans that revealed a fourfold symmetry identical to
our measurements at higher coverage. Based on this, we must
conclude that the hydrogen binding configuration is different
for our high temperature/low coverage case. The intensity
structure visible at lower angles of incidence is consistent with
binding deep within the 〈100〉 surface channels.

VI. SIMULATING SCATTERING AND RECOIL
PROCESSES USING MD

While much insight can be gained from the simple analysis
presented in the previous section, clearly some of the more
subtle effects identified cannot be addressed without more
detailed models of surface channeling. When selecting the
most appropriate modeling approach, it is important to keep
in mind that the recoil maps presented in Sec. IV include
signals recorded at grazing incidence, making the projectile
energy perpendicular to the surface (defined here as E⊥ =
E0cos2(α), where E0 is the incident energy) very small.
The most grazing incidence angle included in the maps was
α = 84.26◦, where the perpendicular energy is a very modest
E⊥ = 10 eV for E0 = 1 keV. Many surface atoms influence the
ion trajectories simultaneously under these conditions, thereby
invalidating the BCA commonly incorporated into sputtering
and scattering. Furthermore, because shadow cone dimensions
are calculated based upon the BCA, their use here is also
questionable. This clearly indicates that a more sophisticated
MD approach is needed.

A good summary of the theoretical aspects of grazing
incidence scattering can be found in previous work by Winter34

and Danailov.35,36 To calculate focusing along the 〈100〉 and
〈110〉 directions, we use the Kalypso37 MD package (version
3.1). We begin by initializing ion trajectories 3 Å above the
surface where the influence of the substrate atoms is minimal.
The area of the surface that the incident particles interact with
dictates the size of the simulation domain and depends on α;
for the most grazing incidence angle used in our experiments,
we found a 40 Å length to be sufficient. The computational
time can be reduced considerably by taking advantage of the
shadowing of second layer of W atoms for α > 76◦. To account
for neutralization, we employed a straightforward approach
outlined by Rabalais et al.38 This model suggests the impact

parameter of the collision and the path of the recoiled particle
away from the surface are the two main factors that affect the
fraction of recoils which emerge from the surface as ions.
While this approach is relatively simple, it enabled us to
reproduce the experimental results in a satisfactory manner.

In the MD simulations we take into account random thermal
displacements of first-layer tungsten atoms, which occur far
more slowly than the ion flight time (therefore appearing to
be immobilized during the simulation timescale). These dis-
placements tend to smear out some of the focusing that would
otherwise occur on a perfect single crystal near 0 K.35 Here we
assumed that the first-layer atoms had a Debye temperature that
was smaller than the bulk by a factor of 0.71, based on values
tabulated by Waldfried et al.39 The bulk Debye temperature,
based on x-ray scattering, was 310.21 K. In addition, we also
considered two possible cases for the vibrational amplitudes of
the adsorbed hydrogen. In our initial calculations we estimated
the Debye temperature of the hydrogen to be approximately
1000 K. We later refined this model using the DFT results
described in Sec. II. Surprisingly our initial estimate, which
assumed larger vibrational amplitudes, provided qualitatively
a better approximation to our experimental results. A likely
explanation is that step edges and other crystal imperfections
are also present on the surface and would disrupt the ion
focusing in a manner similar to increasing the vibrational
amplitude of the adsorbed hydrogen. For a more rigorous
fitting of the experimental data, one could incorporate these
effects into a more detailed MD model of the surface.

A fundamental question is: how much do the incident ions
interact with the hydrogen layer at grazing incidence? The
distance of closest approach to the surface, zmin, can be roughly
estimated by considering where the interatomic potential (Vi)
is strong enough to counteract the transverse energy of the inci-
dent particle (E⊥).34–36 (Details on how the interatomic poten-
tial is calculated will be provided in a later section.) Whereas
the corrugations in the potential transverse to the beam tend to
focus the particle trajectories azimuthally, the incident ions are
not particularly sensitive to variations parallel to the direction
of flight. Hence, it is possible to use a “string” calculation40 to
approximate the potential due to a row of atoms:

Vs (ρ) = 1

d

∫ ∞

−∞
V {[x2 + ρ2]1/2}dx.

In the expression above, d is the interatomic spacing along
the atom row, whereas ρ represents perpendicular distance
from the atom row. In Fig. 5 we plot equipotential contours
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FIG. 5. Potential contours for Ne→W(100) along the 〈110〉 direction. The contours for the clean surface are depicted on the left, whereas
the right-hand side shows the potential when hydrogen resides in bridge sites. Labels indicate the potential strength in eV.
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for Ne→W(100)+H, summing the contributions of W and H
atoms along the 〈110〉 direction. The left-hand side of the plot
shows the contours for a clean surface, whereas the right-hand
side shows the potential for a H-saturated surface. Note that
even at distances of 1 Å above the surface, Vi > 10 eV. This
verifies that the incident ions will interact with the surface
hydrogen over a long portion of their trajectories.

For a given surface channel configuration, the ion trajec-
tories will be most strongly influenced by two factors: the
adsorbate height and the potentials for both the Ne-H and
Ne-W interactions. For the scattering calculations discussed
here, the energies involved in the collisions are sufficiently
high that only the repulsive portion of the potential needs to
be considered. While the universal interatomic potential devel-
oped by Ziegler, Biersack, and Littmark (ZBL)41 is satisfactory
for most applications, it is worth considering recent work by
Scüller et al.16 and Winter et al.,42 who developed a very
elegant and precise approach for measuring the interatomic
potentials based on rainbow scattering of low-energy atoms.
Their measurements reveal for many different systems that in-
dividual pair potentials (calculated with isolated-atom electron
distributions) much more accurately reproduce the scattering
behavior along surface channels than the ZBL potential. One
possible explanation is that the ZBL potential is an average
of many individual pair-potentials and therefore neglects the
details of specific interactions. In addition, the solid-state
Hartree-Fock electron distributions incorporated in the ZBL
fit are more appropriate for modeling collisions in the lattice
during sputtering and ion implantation calculations rather than
for grazing incidence scattering. Strikingly, for every system
they considered, the ZBL fit predicted a stronger interaction at
large impact parameters than did the isolated atom calculation.
A similar result was found by Karolewski, who compared DFT
calculations with the ZBL fit for a number of projectile-target
combinations.43

Unfortunately, measurements of the Ne-W potential have
not been yet made using the precise approach of Schüller
and Winter. Nevertheless, the existing experimental database
for other systems motivated us to model the interaction using
more rigorous computational approaches. Here we determine
the Ne-H potential using both a direct integration procedure
developed by Wedepohl44 and DFT calculations. The basic an-
alytical approach involves calculating the electrostatic forces
between the two atoms as their electron shells overlap, as
well as kinetic and exchange effects. We determined the radial
electron distributions using Slater-type orbitals from Ref. 45
and neglected any distortion of the electron shells during
the interaction. The DFT simulations were carried out once
again using VASP. The Ne-W and Ne-H interactions were
computed in the same way as described in Sec. II, except
that the two atoms were positioned at various separations in
a 10 × 10 × 10 Å box with periodic boundary conditions.
Figures 6(a) and 6(b) compares the calculated results with
the ZBL fit for Ne-H and Ne-W potentials, respectively. At
small interatomic separations, the agreement between all three
approaches is satisfactory; however, at larger distances both the
DFT and analytical calculations predict a substantially weaker
interaction between the Ne and H. The agreement between the
pair potential calculation and the DFT results remains good for
interaction energies as low as 1 eV, where they begin to diverge.
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FIG. 6. (Color online) Calculated (a) Ne→H and (b) Ne→W
interatomic potentials.

Nevertheless, the agreement is excellent for Vi > 10 eV, which
is of sufficient accuracy for the aims of this study. The Ne-W
potential is similarly predicted to be much more repulsive by
the ZBL potential when compared with DFT, as illustrated
in Fig. 6(b). This result mirrors the general findings of the
previously discussed work of Schüller et al.,16 Winter et al.,42

and Karolewski.43

VII. COMPARISON BETWEEN SIMULATIONS AND
EXPERIMENT: SATURATION COVERAGE CASE

Using Kaylpso, we simulated Ne+ ion impingement along
the 〈100〉 and 〈110〉 surface channels and recorded the
energies of the recoiled hydrogen atoms assuming different
adsorbate configurations. Rather than undertake the time-
consuming process of simulating an entire recoil map, we
instead consider a small subset of scattering/recoil geometries.
This makes it easier to observe the effect of systematically
adjusting parameters such as the adsorbate height and the
interatomic potential. To make the calculations as efficient
as possible, it is common practice to minimize the number
of atoms included in the simulation domain, in many cases
including only atoms along a particular surface channel.
Such an approach is feasible if one is only interested in
trajectories that are perfectly parallel with channel, whereas
here scattering events along different crystal azimuths are also
of interest. To balance this need with the desire for computation
efficiency, we assembled separate models for the 〈100〉 and
〈110〉 channels, which included additional rows of atoms on
either side. Using this approach, we were able to simulate
recoil signals within ±14◦ of the 〈100〉 azimuth and ±12◦
of the 〈110〉 direction, covering the most important portions
of the azimuthal scans at representative polar angles. The
experimental azimuthal scan shown in Fig. 7(a) corresponds
to the horizontal “cut” in the saturation coverage recoil map in
Fig. 3(a) at α = 81.5◦. By calculating the recoil behavior
for different adsorbate configurations and comparing with
experiment, one can identify the correct configuration. For this
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FIG. 7. (Color online) Azimuthal variation of the hydrogen recoil
intensity for a polar angle of α = 81.5◦ obtained for a saturated
surface. Case (a) depicts the experimental data for these conditions,
whereas case (b) illustrates a corresponding Kalypso simulation
assuming bridge site occupation (h = 1.0 Å). Case (c) shows the
expected intensity variation assuming the hollow sites are filled, with
the adsorbate height selected to correspond to our DFT calculations
(h = 0.49 Å). For reference, we indicate the major azimuths on
the surface along top axis. The solid line is a spline fit intended to
guide the eye between the individual simulations (indicated by the
markers).

purpose we considered both the fourfold hollow and bridge
configurations, incorporating adsorbate heights predicted by
DFT. The simulated hydrogen recoil patterns for both of these
cases are illustrated in Figs. 7(b) and 7(c).

The recoil signals produced assuming hydrogen occupies
bridge sites are depicted in Fig. 7(b) and largely replicate
the features of the experimental data: the twin peaks about
the 〈110〉 azimuths and a larger peak at the 〈100〉 azimuths.
(The role of adsorbate height is discussed below.) Conversely,
the hollow site data shown in panel (c) fails to capture any of
the recoil intensity along the 〈110〉 directions.

This highlights one of the important advantages of DRS
insofar as different surface binding sites for the hydrogen
will result in completely different recoil intensity patterns.
Our simulations support the assertion that hydrogen occupies
bridge sites at saturation coverage, a finding that is consistent
both with our DFT calculations and prior experimental results.
These findings also validate the channeling mechanisms
proposed at the beginning of Sec. V. An assumed height of
1.0 Å above the first-layer tungsten plane provides qualitative
agreement with experiment.

More detailed information about the intensity patterns
portrayed in the maps can be understood by considering the
ion trajectories themselves. For example, perfect alignment
between the ion beam and either of the surface channels
causes a dip in the recoil intensity. Understanding this effect
is relatively straightforward, as illustrated by the trajectories

along the 〈110〉 channel depicted in Fig. 8. Here we have
incorporated the bridge site geometry predicted by the DFT
calculations and verified by our experiments, with each panel
on the left showing a “top view,” i.e., a plane containing the
first-layer tungsten atoms. For clarity, thermal vibrations have
been eliminated and the horizontal scale has been compressed
to emphasize deflections along the channel axis. The panels to
the right depict a view along the channel axis.

Figure 8(a) shows trajectories for a clean surface, where the
tungsten surface atoms tend to focus the Ne+ ions toward the
center of the 〈110〉 channel. The addition of a single hydrogen
atom within the channel would not be expected to significantly
alter the ion trajectories. However, adding an entire row of
hydrogen results in the scenario depicted in Fig. 8(b). Although
there is no well-defined shadow cone for Ne→H, the hydrogen
effectively deflects the neon ions away from the centerline.
This shadowing effect disappears with a slight rotation in
azimuth away from perfect alignment. This phenomenon is
responsible for the recoil signal variation along the 〈110〉
directions and to some extent also along the 〈100〉 azimuths.
One would expect this effect to be sensitive to several factors,
including the adsorbate height, its concentration on the surface,
the interatomic potential, as well as the scattering geometry
(α and ϕ). Assuming the last three parameters are fixed or
accurately known, then the adsorbate height can be measured.
While there are no direct measurements of the Ne-W and
Ne-H scattering potentials for the energies of interest here,
the calculation techniques we adopted here have accurately
reproduced the observed rainbow scattering patterns for many
ion-target combinations.16,42

Consider Fig. 8(c), which depicts ion trajectories for the
same conditions as case (b) except for the potential. Here we
used the ZBL prediction for the Ne→H interaction, rather
than our fit to the DFT simulations. The ion trajectories
are surprisingly sensitive to this adjustment: since the ZBL
potential is more repulsive than our DFT potential, the ions
are deflected by much larger angles by the row of hydrogen.
For grazing incidence simulations, this emphasizes the need
for accurate potential calculations at low energies. Note also
that decreasing the concentration of hydrogen on the surface
would naturally diminish the strength of the shadowing effect.
This is discussed in greater detail in the following section.

Figure 9 illustrates how varying the adsorbate height in
the bridge site affects the observed recoil patterns. Four
different heights are shown in cases (a) through (d). (Height
refers to the distance above the first-layer plane of tungsten.)
When the hydrogen resides relatively close to the surface
(h = 0.8 Å), the azimuthal variation of the H(r) signal is
relatively unremarkable. Recoil signals are enhanced along
open channels where hydrogen resides, as one would expect
based on the qualitative analysis presented in Sec. V. However,
as the height is increased, the hydrogen contributes more
strongly to the ion focusing, and the shadowing effects
discussed in the previous paragraphs become more important.
As can be seen in case (b) for h= 1.0 Å, this sharply diminishes
the recoil intensity when the ion beam is precisely aligned with
the 〈110〉 azimuths. This effect is still evident, although less
dramatic, along the 〈100〉 channels. Nevertheless, as the height
of the hydrogen is increased, the shadowing becomes much
more pronounced, as illustrated in cases (c) and (d). From a
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qualitative perspective, an adsorbate height close to the DFT
predictions (h = 1.0 Å) provides the best comparison with the
experimental results.

Using straightforward binary collision models, we have
shown in our prior work30,46 the benefits of using quanti-
tative comparisons between simulated and experimental ion
scattering maps to determine the configuration of atoms on
surfaces. Using reliability factors (R-factors), one can find
the best fit to a variety of simulated configurations in an
unbiased manner. This is the logical next step in applying the
techniques outlined here to more rigorously make comparisons
between simulations and experiments. These results bring
up the question of what further effects must be taken into
consideration to rigorously quantify the height of the hydrogen
atoms above the surface. As discussed in the previous section,
a more accurate accounting for the effect of thermal vibrations
and surface imperfections (e.g., step edges) would be needed
for this purpose. We would expect these to contribute less
strongly to the observed recoil signals than the interatomic
potential and particularly the binding site. Their main effect
would be to blur some of the focusing effects described
previously.

Simulating an entire series of maps using MD for a
quantitative comparison between the experiments and models
would require further development. The W(100)+H(ads)
surface, at saturation coverage, is composed of simple open
channels that gently steer the ions and efficiently shadow
deeper tungsten atoms. Under these circumstances a simplified
substrate that includes only atoms along these surface channels
suffices, and a usable surface model can be as small as
100 atoms. A disadvantage to this approach is that it limits
us to considering conditions where the incident ions were
aligned to within ±14◦ of the channel. (Larger misalignments
would cause the incident ions to escape to another part
of the surface.) With these simplifications, each test case
depicted in Fig. 9 required ∼1 week to execute on a single
processor. For the more complex structures possible arising
from surface reconstruction, the geometry is not as favorable.
In addition, step edges and other surface imperfections are
present in the experimental system, and their effect must
be accounted for in our models. At this level of complexity
(when the simulation domain includes thousands of atoms),
more advanced computing approaches becomes a necessity.
Nevertheless, we do not foresee any insurmountable obstacles
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which would prevent the basic theoretical framework outlined
here to this more complex problem.

VIII. ANALYSIS OF PARTIAL- AND
LOW-COVERAGE CASES

Based on the discussion presented in the previous section,
it is now possible to understand the partial coverage recoil map
depicted in Fig. 3(b). As previously mentioned, basic features
of this map closely resemble those of the saturation coverage
case. However, because the hydrogen surface concentration is
significantly lower, the shadowing along the centerline of each
of the channels is diminished. This can be calculated directly
using the expression for the string potential, Vs , discussed in
Sec. VI. The reduced influence of the surface hydrogen causes
the features along the 〈110〉 directions to be much less distinct.
Furthermore, the signal intensity along the 〈100〉 directions
is also confined to a smaller azimuthal range, partially due
to hydrogen deflecting the incident ions to a much lesser
extent. From our DFT calculations described in Sec. II, we
also noted that the vibrational amplitude perpendicular to the
plane containing the W-H-W bond increases as the coverage
diminishes. This would contribute to some of the blurring of
the hydrogen recoil signals in Fig. 3(b) in comparison to the
saturation coverage case.

Finally, consider the case where most of the surface
hydrogen on W(100) has been desorbed by heating. Based on
the recoil patterns evident in Fig. 3(c), we initially considered
the possibility that hydrogen prefers to occupy hollow sites
under these conditions. However, such a conclusion would
be inconsistent with our DFT calculations that predict these
sites have a binding energy 0.4 eV smaller than bridge sites.
Such a difference is large enough to ensure the population
in fourfold sites would be very small. Furthermore, HREELS
measurements did not detect any signs of binding to hollow
sites on surfaces. With this in mind, a more plausible
explanation may be that hydrogen binds to point defects or
other surface features, which, due to the presence of a larger
number of nearest neighbors, could be more stable than bridge
sites at higher temperatures.

This brings up the question of how one might determine if
hydrogen binds to point defects on the surface. One solution
may be to prepare a nearly defect-free tungsten surface or
one with controlled defect populations (such as steps) and see
if the scattering pattern is affected. Hydrogen population of
defects might permit conventional medium- and high-energy
channeling using the tungsten atoms to shadow the hydrogen.

IX. CONCLUDING REMARKS

Most previous studies that used DRS to determine the
hydrogen binding geometry on surfaces have relied on shadow
cone analysis. As we have discussed, this restricts the
technique to systems where the hydrogen resides close to the
surface. In this work we illustrated how a more comprehensive
experimental and modeling approach that enables DRS to be
applied to systems where the shadow cone method cannot
be used. Our experimental maps clearly show that enhanced
recoil signals are present along specific crystal azimuths.
The preferred adsorption site can be deduced from the maps
rather easily by considering different surface channels. This
procedure fully captures the recoil behavior over a broad range
of incidence angles.

Simulating the scattering and recoil collisions at grazing
incidence accurately requires models (e.g., MD) that allow
a single incident ion to interact with multiple surface atoms
simultaneously. Using these modeling tools, we have shown
how the recoil signals vary with adsorbate height as well as
the interatomic potential. The combination of these parameters
controls ion focusing along surface channels. While an
individual hydrogen atom does not have a strong effect on the
ion trajectories, our calculations illustrate that the cumulative
effect of many hydrogen atoms binding to a surface channel
is quite dramatic, and some features in our experiments reveal
this effect. The commonly used ZBL potential is much more
repulsive at large interatomic separations for the Ne-H and
Ne-W interactions than predicted by our DFT or individual
pair calculations. Our potentials calculated using the isolated
atom electron distributions are more appropriate, since they are
more representative of the large impact parameters for these
studies of surfaces.

While no single surface analysis can provide a complete
description of a given adsorption system, DRS is uniquely
sensitive to adsorbed hydrogen and its binding configuration.
With some refinement, our analysis indicates that using
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the combination of experimental and modeling techniques
discussed here it would be feasible to detect adsorbates heights
to well within their vibrational envelope. The recoil maps
described here are applicable to locating hydrogen on other
high-Z metals.
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