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Intrinsic defects in multiferroic BiFeO; and their effect on magnetism
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We investigate the energetics of the intrinsic defects in bulk multiferroic BiFeO; and explore their implication
for magnetization using a first-principles approach based on density functional theory. We find that the dominant
defects in oxidizing (oxygen-rich) conditions are Bi and Fe vacancies and in reducing (oxygen-poor) conditions
are O and Bi vacancies. The calculated carrier concentration shows that the BiFeO3 grown in oxidizing conditions
has p-type conductivity. The conductivity decreases with oxygen partial pressure, and the material becomes
insulating with a tendency for n-type conductivity. We find that the Bi and Fe vacancies produce a magnetic
moment of ~1up and Sup per vacancy, respectively, for p-type BiFeO; and none for insulating BiFeOs;. O
vacancies do not introduce any moment for both p-type and insulating BiFeO;. Calculated magnetic moments
due to intrinsic defects are consistent with those reported experimentally for bulk BiFeOs;.
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I. INTRODUCTION

Multiferroic materials that simultaneously display mag-
netic and electric order have attracted significant interest due
to their interesting physical properties that are promising for
multifunctional device applications.'!3 The magnetoelectric
coupling between the electric and the magnetic degrees of free-
dom, where an electric (magnetic) polarization can be induced
by a magnetic (electric) field, is especially exciting.'*!> Mag-
netoelectric multiferroics allow the possibility of switching
the magnetization with the electric field, which offers ample
opportunity for information storage applications.'®!”7

BiFeO; (BFO) is a particular example of a single-phase
multiferroic material that has recently attracted special atten-
tion due to its room temperature multiferroic properties.>!%1°
Bulk BFO is antiferromagnetic with the Néel temperature
Tx = 643 K?° and ferroelectric with the Curie temperature
Tc = 1103 K.?! Theoretically predicted spontaneous polar-
ization (Ps &~ 100-150 «C/cm?)*>?* has been found in thin
films at room temperature.3’18’25 Bulk BFO, however, exhibits
relatively low polarization (P &~ 5-10 uC/cm?).26-2® Bulk
BFO has the rhombohedrally distorted perovskite®® structure,
in which ionic sublattices are displaced relative to one another
in the polar [111] direction, and the oxygen octahedra are
rotated around the same [111] axis.?> When grown as a thin
film, BFO may have a monoclinic (BB or BB’) or a tetragonal
(P4mm) structure, depending upon the strain imposed by the
underlying substrate. For example, at room temperature, a
BFO film grown on a highly mismatched LaAlO3 substrate
has a P4mm structure,’®3! that grown on SrRuQj;/SrTiO;
(STO) is monoclinic,’?> and that grown on LaNiOs; has a
mixed phase of R3c and P4mm.** At a higher temperature
(~700 K), both a bulk single crystal and a thin-film sample
undergo a structural phase transition to the orthorhombic and
eventually (~1100 K) to the cubic perovskite.??

Bulk BFO exhibits a G-type antiferromagnetic order,**
where the magnetic moment of each Fe cation is antiparallel
to that of its nearest neighbors. The calculated magnetocrys-
talline anisotropy predicts that a preferred orientation of the
Fe magnetic moments is perpendicular to the polar [111]
direction.’> A small canting of the Fe magnetic moments
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leads to a net magnetization of ~5 emu/cm®. However, it
was found that some thin films exhibit a very large saturation
magnetization exceeding 70 emu/cm?.3® The origin of this
large magnetization remains unclear.

Intrinsic point defects, especially oxygen vacancies Vo,
have been proposed as a possible source of magnetization
in BFO.’® However, a comprehensive theoretical study to
explore various possible point defects in BFO and their effect
on magnetization is still lacking. Ju and Cai studied the
electronic structure of oxygen vacancies and its effect on the
dielectric properties of BFO.?” Clark and Robertson studied
their ionization energy.’® Zhang et al. investigated energies of
the formation of oxygen and cation vacancies and discussed
their possible implications for the conductivity of BFO.*
No preceding report considered the effects of individual
point defects on the net magnetization of BFO. Ederer and
Spaldin investigated the effect of oxygen vacancies on the
weak ferromagnetism of BFO.% They found that oxygen
vacancies lead to the formation of Fe?* and can slightly alter
magnetization.

In this paper, using a first-principles approach based on
density functional theory (DFT), we explicitly calculate the
energetics of possible intrinsic point defects in bulk BFO, i.e.,
cation and anion vacancies, as well as antisite defects. There
are no high-symmetry vacant interstitial sites; hence, such
defects are not considered. As all defects are treated on the
same footing, we can quantitatively compare the tendency for
the formation of various defects and their effects on properties
of BFO. We find that the dominant defects in oxidizing
conditions are Bi and Fe vacancies and in reducing conditions
are O and Bi vacancies. The calculated carrier concentration
shows that BFO grown in oxidizing conditions has p-type
conductivity. The conductivity decreases with oxygen partial
pressure, and the material becomes insulating with a tendency
for n-type conductivity. We find that the Bi and Fe vacancies
produce a magnetic moment of ~1up and 5up per vacancy,
respectively, for p-type BFO and none for insulating BFO. O
vacancies do not introduce any moment for both p-type and
insulating BFO. Calculated net magnetizations due to intrinsic
defects are consistent with those reported experimentally for
bulk BFO.#0#!
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The rest of the paper is organized as follows. First, we
briefly describe our computational approach. Then we consider
conditions for thermodynamic stability of the BFO compound
based on the range of chemical potentials for constituent
elements. We next discuss the formation of various point
defects and their electronic structure. Then we address a
possible modification to BFO magnetization due to coupling
between the defects and the host magnetic Fe ion. Finally, we
discuss the effect of the defects on the net magnetization of
BFO and conclude the article.

II. COMPUTATIONAL METHODS

We use the DFT band structure approach as implemented in
the Vienna ab initio simulation package (VASP).***? The pro-
jected augmented wave (PAW) method is used to approximate
the electron—ion potential.** To treat exchange and correlation
effects, we use both the local density approximation (LDA)*
and the semiempirical LDA + U method*® within a rotationally
invariant formalism*’ for a better description of the localized
transition metal d electrons. Here, we choose U — J =
3 eV for the 3d orbitals of Fe atoms, because this value
of U provides good thermodynamics for a range of binary
and ternary oxides,* including Fe oxides, and it provides a
reasonable magnetic structure.*’

We construct an 80-atom supercell by doubling R3c lattice
vectors in all three directions. The G-type antiferromagnetic
order of the original cell is maintained. Vacancy is created
by removing an atom in the supercell. Similarly, an antisite
defect (Fep; and Big.) is created by substituting an atom
of one type for that of another type. Then, we relax
the ions in the supercell, keeping its shape fixed until
the Hellman-Feynman forces are less than 0.01 eV/A.
In the calculation, we use a Kkinetic energy cutoff of
340 eV for the plane wave expansion of the PAWs* and
2 x 2 x 2 Monkhorst-Pack grid of k points> for Brillouin zone
integration. In all calculations, we turn on spin polarization
and switch off all symmetries other than time reversal to
allow for possible symmetry broken relaxation around the
defect. We do not include the spin—orbit interaction in our
calculations. The spin—orbit interaction results in energy
corrections on the order of micro- to millielectron volts,
whereas the energies we are dealing with here are on the order
of electron volts. The spin—orbit interaction in conjunction
with exchange coupling leads to the Dzyaloshinskii-Moriya
interaction, which is responsible for weak ferromagnetism in
some oxide materials, including BFO, where magnetization
of 0.1 per unit cell* has been reported to be associated
with this effect. Here, we neglect this contribution.

Various nonisovalent defects have different ionization
levels. For example, Vp; and Vg, have three ionization
levels, and Vp has two ionization levels. To create an
ionized (charged) defect, we add electrons to or remove
electrons from the system and include a compensating jellium
background. Additional charge in the system introduces
two complications. The first is the interaction between the
charge and its image. We take this into account by adding
to the total energy the screened Madelung energy of the
point charge—image interaction in a lattice compensated by
a jellium background, as suggested by Leslie and Gillan,'
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and the screened interaction between the delocalized part of
the charge and its image due to Makov and Payne.’?> The
dielectric constant that determines screening is calculated
using density functional perturbation theory>* as implemented
in the VASP. The second complication is the arbitrary shift
in total energy due to the additional charge in the system.
We correct this shift by calculating a difference in the atomic
sphere—averaged electrostatic potentials between the host and
the charged system.>* These corrections effectively remove
the supercell size-dependent energy of a charged system*>>
and effectively represent the energy of an infinite crystal with
a single charge (dilute limit). This approach has been used in
various oxide systems,’* % including spinels,’! to calculate the
formation enthalpy A Hy of the (charged) defect in dilute limit.

The formation enthalpy of various defects in the system are
used to calculate their concentration at a given temperature
in the dilute limit even if the supercell size used in the first-
principles calculation is smaller to accommodate such dilute
concentrations. We describe this approach in Sec. IIIC. In
brief, we minimize the Gibbs free energy of a system with
various defects as a function of the defect concentration. We
then self-consistently find the defect concentration Cp, the
Fermi energy Ex®4, and the carrier concentration as functions
of temperature.

III. RESULTS

A. Range of chemical potentials and stability of BFO

The enthalpy of the formation of BFO is defined with
respect elements at ambient conditions as Hy = E(BFO) —
ulgi — uge — 3uflo. However, solid BFO usually is the
product of the high-temperature reaction between Fe,O; and
Bi,03. Chemical potentials (n) of Bi, Fe, and O elements
in such a reaction are different from those of elemental Bi,
Fe, and O (1) by an amount A such that u = u® +
Ap. There exists a certain region of chemical potentials in
which pure BFO exists. This region is determined by the
following conditions: Aug; + Apge + 3Ano = AH; (BFO),
2Apupe + 3Apo < AHr (Fe;03), and 2Aur. + 3Auo <
AH; (Biy03), where for convenience we set u° = 0. The
values of H; for competing phases Bi;O3; and Fe,Os here
are taken from tabulated experimental values.®> Solving these
three relations, we eliminate Ao and express the chemical
potential of one of the cations in terms of the other (i.e.,
Aupe in terms of A ;) to determine the diagram of stability.
Using the correct values of Hy is crucial, because they directly
affect the range of chemical potentials in which BFO is
stable. Because the H; values of competing phases are taken
from experiments and atomic chemical potentials are fitted to
produce such values, room for uncertainty in the calculated
ranges of the chemical potentials is very small, including an
error in calculating the total energy of BFO. Figure 1 shows
the stability regions of different compounds against Bi and Fe
chemical potentials. The stability region of BFO is indicated by
shaded region. Itis seen from Fig. 1 that A Hy(BFO)/2 < A ipe,
Apgi < 0, and —2.0 eV < App < 0. In the oxidizing
(oxygen-rich) conditions (Apo = 0), Aug. and Aug; have a
large negative value and represent the metal-poor conditions,
whereas in the reducing (oxygen-poor) conditions (Aug ~
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FIG. 1. (Color online) Stability regions of different compounds
against Bi and Fe chemical potentials. The stability region of BFO
is indicated by shaded region. The chemical potential isoline labeled
“O, molecule” corresponds to the most oxidizing condition (Aug =
0), which reduces while going toward the origin. Other phases such as
Bi,Fe Oy, Fe;04, and FeO do not change the BFO region of stability.

—2 eV), Aure and Apug; have either zero or small negative
values (Fig. 1) and represent metal-rich conditions.

Enthalpies of formation of competing phases such as
Bi203, F6203, FC304, FCO, Fe4Bi209, Bi4F6209, and 02
molecules were calculated. The chemical potential of the
oxygen molecule includes the corrections suggested in Ref. 59
that take into account a zero point energy, as well as the extra
contribution required to fit the calculated heats of formation
to the large data set of oxides.*® The chemical potential of
elemental Bi is calculated by fitting to the experimental heat
of formation of Bi,03.9> The chemical potential of elemental
Fe is the average chemical potential obtained by fitting to the
experimental heat of formation of FeO, Fe,03, and Fe;0,.92

The elemental chemical potentials of Fe and Bi represent
the total energy of elemental solids, and the chemical potential
of oxygen represents the energy of half the oxygen molecule.
The formation energy calculations require the chemical po-
tentials of the constituent elements of the compound. In
LDA + U calculations, the same values of U for Fe in the
metallic phase and for Fe in BFO are not expected to be
very realistic.’” We find that using the elemental chemical
potentials obtained by fitting to the heat of the formation of
competing phases provides the calculated heat of the formation
of BFO, consistent with the experimental result.®3 Because the
elemental chemical potentials are fitted to produce the heat
of the formations of binary oxides, the relative stability of
competing phases is also correct. The stability of competing
phases directly affects the range of chemical potentials for
which the compound of interest is stable.

In BFO, the calculated range of stability is narrow
(the shaded area in Fig. 1), signifying that the heat
of reaction between Bi,O; and Fe,O; is small and the
compound is borderline. Nevertheless, no other phases
limit the formation of BFO in very oxidizing conditions.
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However, the small enthalpy of the formation (—7.4 eV)
of BFO limits its formation in very reducing conditions.
As a result, the range of oxygen chemical potentials at
which BFO is stable is relatively narrow (—2.0 eV <
Apo < 0) compared to other perovskites, such as STO
(=57 eV < Apo < 0) or LAO (—6.0 eV < Auo < 0).
The existence of other phases, such as Fe;O4, Bi;Fe Oy, and
Fe,Bi4O9, was found not to affect the stability of BFO.

The calculated oxygen chemical potential is translated into
the set of temperature and pressure by using ideal gas as
Auo(T,P) = [Hy + cp(T — To) — TSy + TCpln(T/T())
+ kgTIn(P/Py)]/2 with ¢, = 3.5ky, where k, = 1.4 x
1072® m’kg=2K~! and tabulated values of oxygen at T, =
298 K and Py = 1 atm are Hy = 8700 Jmol™' and S, =
205 Jmol~'K~'.92 This translation is indicated in Fig. 1 by the
dashed lines. The result Auo = 0 is virtually unachievable,
because it corresponds to 2000 °C in temperature and 120 atm
in pressure.

B. Formation and ionization of intrinsic point defects

The energy of formation of a defect D is the energy cost
to add (remove) an atom of charge g to (from) an otherwise
perfect host. Assuming thermal equilibrium between the host
and the charge interchanging reservoirs that are characterized
by the chemical potentials fremoved aNd [Ladded fOr removed and
added atoms, respectively, the energy of defect formation is
defined by AHf(D’q) = E(D,Q) — Ey + Mremoved + Madded +
q Er, where E(D,q) is the energy of the host with the defect,
Ey is the energy without the defect, and Ef is the electro-
chemical potential of the charge ¢. Ef is usually measured
with respect to the host valence band maximum (VBM) Ev.

The charge transition energy between two charge states g
and g’ of a defect represents the energy required to ionize
a defect in charge state ¢ to the other charge state ¢’. This
energy per unit charge is defined as E(q/q’) = [AHi(q) —
AHi(q")1/(q¢' — q). This transition energy is independent
of the chemical potentials (growth conditions) due to their
cancelation. Shallow donors with transition levels closer to
the conduction band minimum (CBM) and shallow acceptors
with levels closer to the VBM are easy to ionize and contribute
to the overall conductivity in the compound. Deep defects have
transition energies deep in the band gap. Such defects primarily
behave as traps for carriers.

Using the LDA + U method with U — J = 3.0 eV on the
Fe-3d orbital, we find the band gap of BFO to be ~1.7 eV.
This value is ~1 eV lower than the direct optical band gap
of 2.74 eV measured experimentally.®> Therefore, in our
thermodynamic calculations that are used to determine the
defect concentration, we assumed a rigid shift of 1 eV to the
conduction band. We expect this shift to affect the behavior of
shallow donor defects. Here, only the Vi donor level is deep
with respect to the CBM. The upward shift of the conduction
band further deepens the already-deep Vi level; however, its
effect on the number of defects, as well as the conductivity,
remains unchanged.

Figure 2 shows the formation energy of the most stable
charge state of a defect as a function of the Fermi energy
for one of the oxidizing and the most reducing conditions.
In the oxidizing conditions, the formation enthalpy of cation
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FIG. 2. (Color online) Enthalpy of the formation of various
intrinsic defects as a function of the Fermi energy in the band gap
of BFO for (a) oxygen-rich and (b) oxygen-poor conditions. Straight
lines represent charge states of the defect, and break points—shown
by solid circles—represent charge transition energy. Only the most
stable charge state of a defect at a given Fermi energy is shown. Ey
and E¢ denote positions of the VBM and the CBM, respectively. The
shaded regions show the accessible range of the Fermi energy.

vacancies is smaller than 1.1 eV. At the maximum possible
oxidizing condition Aug = 0eV, A Hy (Vp;) drops to ~0.2 eV,
whereas AH; (Vp) increases to ~2.0 eV. The enthalpy of
the formation of Vg, is slightly larger than that of Vpg; but
follows the similar trend. This indicates cation vacancies are
the dominant defects in oxidizing conditions. This is consistent
with Vo being unlikely to form in the oxidizing conditions,
whereas Vp; is likely to form, because Bi is known to be
relatively volatile.®* However, this contrasts with the relatively
large energy of formation for the cation vacancy reported in
Ref. 39. The difference mainly results from use of different
atomic chemical potentials for Fe and Bi. The enthalpy of the
formation of oxygen vacancy is also different; however, the
difference is much smaller than that for cation vacancy.
The small difference again comes from the use of different
chemical potentials of oxygen. We include a correction in the
oxygen chemical potential that comes partly from fitting it to
a large set of the oxide enthalpy of formation and partly from
zero point motion. These different values also affect the range
of chemical potentials and contribute to differences mainly in
reducing conditions. Furthermore, cation defects have small
transition energies; therefore, they are easily ionized and
produce holes rendering compound p-type. This is consistent
with Ref. 39, because ionization energy is the energy difference
between two charge states of defects, leaving behind the effects
of chemical potentials at a given Fermi energy. Equilibrium
Fermi energy Er®l in the system is determined by the charge
neutrality condition. This is achieved either by having an
equivalent number of free electrons and holes or by having
free holes (electrons) and their traps. Deep localized defects
such as oxygen vacancy (in BFO) trap the carriers (holes).
Oxygen vacancies dominate over the cation vacancies only
when the Fermi energy is shifted down toward the VBM, which
may be achieved by doping with an external acceptor—type
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impurity, i.e., a dopant that creates holes in BFO. In this case,
the Eg® of the defect-rich BFO can be pushed even farther
below the VBM of the perfect BFO (down to —0.5 eV),
because there is no defect that blocks the movement of the
Fermi level. The ideal oxidizing condition of Aug = 0,
corresponding to BFO/O, equilibrium, is physically unrealis-
tic. Hence, we choose the oxidizing condition to be Aug =
—0.5 eV, which is achievable in experiments using a variety
of temperatures and pressures, e.g., T = 500°C and P =
1 atm. According to the ideal gas law, oxygen chemical
potential is a function of temperature and pressure (Sec. I[IL A).
We fix temperature and vary pressure, and vice versa, to
achieve the same chemical potential. Furthermore, at such
a temperature as 500 °C, the thermal equilibrium between
constituent ions in BFO is expected even at ambient pressure.
To achieve Auop = 0 eV at ambient pressure, we need to
decrease the temperature to 10 K. At such a temperature, no
reaction occurs, let alone thermal equilibrium.

In the reducing conditions, the energy of formation is so
high that both anion and cation vacancies are difficult to
form. When under electron doping the Fermi level is pushed
toward the CBM, the formation energy of the cation vacancy
tends to decrease. The number of acceptor defects increases,
releasing holes and compensating for the effect of doping
that makes the compound insulating. However, the movement
of the Fermi level is limited to a narrow range of 1.25 eV
(shown by the shaded region in Fig. 2) around Eg®d, much
narrower than the band gap of 2.7 eV. When the Fermi level
is moved beyond this range, the compound becomes unstable
due to spontaneous formation of large number of defects. For
example, at O-poor conditions [Fig. 2(b)], oxygen vacancies
start forming spontaneously when the Fermi level falls to
0.1 eV and Bi vacancies start forming spontaneously when
it rises above 1.4 eV, with both destabilizing BFO.

The energy of the formation of a defect depends partly on
the local bonding environment. In BFO, because the Fe-O bond
length of 1.93 A is shorter than the Bi-O bond length of 2.31 A,
the formation of the Bi vacancy is easier than the formation
of the Fe vacancy. This is consistent with our observation that
A H¢ (Vg.) is higher than A Hy (Vg;). Further antisite defects
are unlikely due to a large difference in their radii (the Bi’*
ionic radius of 1.17 A is ~32% larger than that of the Fe’*
ionic radius), consistent with the large heat of formation of the
antisite defects. We find similar behavior of point defects in
other perovskites, such as LAO, STO, and BTO, viz. vacancies
that have lower formation energy compared to antisite defects.
However, Vg can be formed in LAO, STO, and BTO under
much larger reducing conditions, because they exist in more
reducing conditions (Aup < —5 eV) compared to BFO
(Apo =~ —2 eV). Consequently, calculated Vi formation
energy is much higher in BFO compared to that in other
perovskites, including LAO (~0.4 eV), STO (~0.1 eV), and
BTO (~0.1 eV).

C. Defect concentrations and oxygen chemical potentials

We calculate the number of defects Cp(7,tp2) by min-
imizing the Gibbs free energy. The latter is given by
G(D) = AHi(D) — TS, with S being the entropy due to
different ways of arranging the defects among the available
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FIG. 3. (Color online) The relative number of defects as a
function of the oxygen chemical potential at ambient pressure and
723°C.

sites N, such that Cp = Nexp[—A H;(D)/kgT]. Here, A Hy(D)
depends upon the growth conditions po and the Fermi energy
Ep, where Ep depends on the number of carriers, some
of which are coming from ionized defects. We then self-
consistently calculate Ex®d and Cp at a given temperature,%
assuming an overall charge neutrality.

The defect concentration increases exponentially with
temperature. Thus, it is more interesting to compare the defect
concentration calculated at different A i values, because it ef-
fectively characterizes the number of defects in a sample grown
under different growth conditions. In Fig. 3, we plot the number
of defects as a function of the oxygen chemical potential at a
given temperature. Again, Apo = 0 represents most possible
oxidizing condition, and increasingly negative A 1o represents
various reducing conditions. It is seen from Fig. 3 that the
overall number of defects decreases in reducing conditions
and the dominant defect changes from cation vacancies in
the oxidizing conditions to the oxygen and Fe vacancies in
the reducing conditions. Considering that cation vacancies are
shallow—and hence hole producers—and oxygen vacancies
are deep and act merely as hole traps, the BFO compound,
especially when grown under oxidizing conditions, behaves
as a p-type conductor, as seen experimentally.®® Conductivity
of BFO decreases in reducing conditions, where it essentially
behaves as an insulator. This behavior is typical of p-type
oxides mainly because hole producer defects such as cation
vacancies are easier to form; at the same time, hole killer
defects such as oxygen vacancies are less easy to form in
oxidizing conditions. The large number of cation vacancies in
this case does not necessarily mean large hole conductivity,
because we expect a very low hole mobility as a result of
the essentially flat valence band formed from the relatively
localized Fe-3d band. Overall, our calculation indicates that
the sample grown in oxidizing conditions is expected to be
more conductive, because of cation vacancies, than the sample
grown in reducing conditions. This prediction is consistent
with the results of Ref. 67, where samples annealed in oxygen
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are found to have larger conductivity than samples annealed
in vacuum.

D. Electronic structure of point defects and their effect
on magnetization

1. Cation vacancies

Bi vacancies introduce three holes in the system with the
possibility of carrier-induced ferromagnetism. The point group
symmetry of Biin BFO is C3,, despite Bi being bonded with six
oxygen atoms. One set of three Bi-O bonds has a bond length of
2.31 A, and another set of three Bi-O bonds has a bond length
of 2.41 A. In this symmetry, the dangling bond-related state
splits into a2eg4 (superscript numbers represent the occupation
of the level, including spin polarization). Due to relaxation,
when symmetry is lowered to C|, the e-like state splits into
two a-like states, as seen from Fig. 4(a). In the literature, Bi has
sometimes been treated as having approximate Oy, symmetry,
reflecting the small difference between two sets of Bi-O bonds.
In terms of Oy, symmetry, the dangling bond-related state splits
according to a’t,%e,*. Due to relaxation, the e-like state splits
into two a-like states, and analysis becomes the same as in the
case of C3, point group symmetry.

In the case of charge-neutral Bi vacancy, the lower a-like
state is half filled, whereas the upper a-like state is empty;
in addition, the Fermi level passes through the middle of the
lower a-like state. The electron in the lower a-like state couples
with one of the 3d electrons in Fe with the spin in the same
direction, producing a net magnetization of 1up per vacancy.
In Fig. 4(b), we show this orbital and the possible coupling
mechanism between Bi vacancy and Fe.

In the case of Bi vacancy in the 1~ charge state, the lower
a;-like state is filled with two spin-up and spin-down electrons,
resulting in no net magnetization. In the 2~ charge state, the
upper a;-like state has one electron, resulting in the magnetic
moment of 1ug per vacancy. In the 3~ charge state, the upper
ai-like state has two spin-up and spin-down electrons, resulting
in no magnetic moment. However, the charge-neutral Vp; is
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FIG. 4. (Color online) Calculated density of states (DOS) as a
function of energy for bulk BFO containing (a) charge-neutral Bi
vacancies and (b) the coupling mechanism between the Bi vacancy
and the host Fe atom in BFO. In (a), the top panel shows the total
DOS, and the bottom panel shows the Fe-3d partial DOS. An arrow
indicates the a-like vacancy state.
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FIG. 5. (Color online) Calculated DOS as a function of energy for
bulk BFO containing (a) O vacancies and (b) the coupling mechanism
between the O vacancy and the host Fe atom in BFO. In (a), the top
panel shows the total DOS, and the bottom panel shows the sum of
the Fe-d partial DOS. An arrow indicates the a-like vacancy state.

dominant due to the p-type nature of the compound; thus, no
net magnetization in BFO is expected in this case.

In the case of Fe vacancy, removing a Fe atom results in
net magnetization of ~5ug per vacancy originating from the
difference in magnetic moments between the two adjacent
planes with the G-type antiferromagnetic arrangement of
spins.

2. Oxygen vacancies

The charge-neutral O vacancy leaves behind two uncom-
pensated electrons in the system. Strictly speaking, the oxygen
point group symmetry in BFO is Cj. In this symmetry, the
a-like dangling bond-related state lies in the gap, as seen from
Fig. 5(a). (Note the two unoccupied states in the gap.) Another
way to consider this is to start from oxygen having approximate
T4 symmetry, in which the dangling bond-related state splits
into a2t2g6 states. Lowering the symmetry to Cyy leads to the
1 state splitting into a” and e,* states. Additional lowering
of the symmetry around the vacancy site to C further splits the
eg-like orbital into two a-like orbitals. Out of these two orbitals,
the lower one lies in the valence band and the higher one lies in
the band gap with two spin-up and spin-down electrons. The
spin-up electron couples with the spin-up Fe electron, and the
spin-down electron couples with the spin-down Fe electron,
resulting in the same change in either spin channel. Hence,
no net magnetization appears in the compound, as shown in
Fig. 5(b). In the 1% charge state, Vo carries a moment of 1ug,
but this state is unstable; in the 27 charge state, Vo does not
carry a significant moment.

3. Antisite defects

Antisite substitutions of Fe on Bi and Bi on Fe introduce a
magnetic moment of Sup per defect as they create imbalance
of the spin moment in the plane with respect to the adjacent
plane in the G-type antiferromagnetic lattice of BFO. In reality,
such defects are expected to distribute randomly in either
plane, canceling each other’s moments and resulting in no
net magnetization.
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4. Net magnetization

We define the net magnetization as M = ), C(d)m(d),
where C(d) is the concentration of defects and m(d) is the
magnetic moment per defect. When we introduce two Bi
vacancies in our supercell calculation, the case in which
the net magnetic moment of the system doubles is found
to be more stable, signaling that moments due to Vg; align
ferromagnetically. Defect concentration used for the determi-
nation of ferromagnetic coupling is larger than that predicted
by the enthalpy of formation. Similarly, for Fe vacancies,
two defects in a ferromagnetic layer create the net moment,
which is equivalent to twice the local moment of one Fe
atom. However, we find that two Fe vacancies lying in two
antiferromagnetically aligned planes produce no net magnetic
moment. Thus, assuming that Fe vacancies are randomly
distributed leads to virtually no net magnetization in bulk
BFO. As we have already discussed, oxygen vacancies in the
charge-neutral state also do not produce any moment.

Using the number of defects shown in Fig. 3 and the
magnetic moment they introduce in the system, we calculate
the net magnetization of bulk BFO. The result is as follows:
~2 emu/g (0.0016up per formula unit, 0.25 emu/cm?) at
oxidizing conditions (Auop, = —0.2 eV). Here, we used the
density of BFO as 8.34 g/cm?. This very small magnetization
is similar to that of 0.14 emu/g found in BFO grown using
a wet chemical method.*® We predict no net magnetization
for BFO grown in reducing conditions, which is consistent
with reduced magnetization in bulk ceramics samples grown
using solid state reaction and sintered in vacuum, Ar, or
N.*! Overall, bulk samples grown using various techniques
do not show sizable magnetization, which is in agreement
with our defect calculations. The other possibility of induc-
ing ferromagnetism—such as defect-induced noncollinearity
changing magnetic ordering of the Fe sublattice, defect paring,
and clustering—even though not considered in our calculation,
is expected to be small given the dilute concentration of defects
and large Néel temperature of 643 K in BFO. Furthermore, the
long-wavelength spin density wave generated by spin canting
out of the rotation plane of the antiferromagnetic cycloidal
order, as seen in neutron scattering, also results in a small
average local magnetization of ~0.06up per Fe atom.*® This
effect is, however, not considered within our model.

Surprisingly, some thin-film samples have shown a large
magnetization—up to 0.5up per Fe.*® The effects of strain
and/or interfaces have been put forward to explain this
phenomenon.®® However, thin-film growth is guided by
complicated dynamic processes rather than thermodynamic
equilibrium, which may contribute to the differences between
bulk and thin-film samples, as well as those between thin
films grown at different conditions. Given the stability of
BFO in a rather narrow window on the stability diagram
(Fig. 1), film growth may be accompanied by the formation
of second phases, which may introduce magnetism in the
system. Thorough structural characterization is critical to avoid
these artifacts in experiments. Furthermore, the dependence of
magnetization on film thickness*® points toward the role of
strain. In particular, tensile strain would decrease the energy
of formation of Vp; and Vg. and produce a large number
of defects. However, the large magnetization of ~0.5ug
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per Fe requires ~5% Vg; or 1% Vg with respect to the
total number of sites. In the case of Fe vacancies, there are
further constraints: they have to be formed entirely in the
ferromagnetically aligned planes, which seems unlikely. In any
case, such a high vacancy concentration should be detectable in
experiments.

IV. CONCLUSIONS

We have investigated energetics of the intrinsic defects in
bulk multiferroic BFO. We demonstrated that cation vacancies
are dominant defects when the sample is grown under
oxidizing conditions with no barrier for p-type doping or
moving the Fermi level well below the VBM by applying an
external field. Only when the Fermi level lies well below VBM
do oxygen vacancies start appearing in a comparable amount
with cation vacancies. The number of oxygen vacancies has
a slight edge over the number of cation vacancies for the
compound grown at reducing conditions; however, the overall
concentration of either defect remains very small, rendering
a compound insulating. Oxygen vacancy is found to create
a deep defect level that traps holes rather than generating
electrons, whereas the cation vacancies are rather shallow and
generate holes.

We found that the charge-neutral Bi vacancies introduce
an unpaired electron that couples with the Fe-3d electron,
changing its local moment and resulting in net magnetization.
Each Bi vacancy, when the Fermi level is close to VBM, as
in the oxidizing conditions, produces a magnetic moment
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of ~lup per vacancy, whereas each Fe vacancy produces
a magnetic moment of ~5up per vacancy. The magnetic
moments due to Bi vacancies are aligned ferromagnetically
and thus contribute to net magnetization, whereas the mag-
netic moments due to Fe vacancies may be aligned both
ferromagnetically and antiferromagnetically and on average
do not contribute to net magnetization. Oxygen vacancies do
not introduce any magnetism in either growth condition. Due
to point defects, BFO grown under the oxidizing conditions
and high temperatures may show a small magnetization of
~2 emu/cm?, whereas BFO grown in reducing conditions is
predicted to show no magnetization because of the relatively
small number of defects. Thin-film BFO, which is usually
strained, in principle can have a large number of cation
vacancies due to the vacancy formation energy decreasing
with the elongating bond, especially because of tensile strain.
This would affect the stoichiometry of the compound due to Bi
and Fe vacancies. However, producing a large magnetization
of ~70 emu/cm? (~0.5up per Fe) seen in some experiments
requires a concentration of Bi point defects (~5%). Such a
sizable concentration of defects could be detected experimen-
tally.
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