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Magnetic Compton profiles of Fe and Ni corrected by dynamical electron correlations
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Magnetic Compton profiles (MCPs) of Ni and Fe along the [111] direction have been calculated using a
combined density functional and many-body theory approach. At the level of the local spin density approximation,
the theoretical MCPs do not describe correctly the experimental results around the zero momentum transfer. In
this work, we demonstrate that inclusion of electronic correlations as captured by dynamical mean-field theory
(DMFT) improves significantly the agreement between the theoretical and the experimental MCPs. In particular,
an energy decomposition of Ni MCPs gives an indication of spin polarization and the intrinsic nature of the Ni
6 eV satellite, a genuine many-body feature.
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I. INTRODUCTION

Magnetic Compton scattering is a well-established tech-
nique for probing the spin-dependent momentum densities
of magnetic solids.1,2 Compared with other experimental
techniques, Compton scattering offers several advantages.
Compton scattering is an inelastic process, in which an
energetic photon collides with a single electron and transfers
energy to it. Since the scattering is from a single electron and
(to a good approximation) occurs at a single point in space, the
process must be incoherent and is supplying an average over
real space. Therefore, Compton scattering is related directly
to the electronic ground state, whereas other spectroscopic
methods (e.g., photoemission spectroscopy) involve excited
states.

In addition, Compton scattering allows for a rather fun-
damental test of the theories used to describe the spin-
dependent momentum density, since these theoretical methods
are tailored to give predictions for the ground-state properties.
Several theoretical methods have been used in the past to
describe the electron momentum density and to analyze the
experimental magnetic Compton profiles (MCPs).3–9 Most of
the corresponding calculations were done within the local spin
density approximation (LSDA) for the exchange-correlation
potential. In general, the theoretical profiles obtained using
the LSDA show an overall agreement with the experimental
measurements, except within the region pz < 1 a.u. Recently,
several theoretical methods beyond the LSDA have been
applied in order to describe the features of the MCP that
cannot be explained using the LSDA-based approach and to
improve the agreement with experiment.6–8,10,11 Dixon et al.7

and Baruah et al.6 compared the generalized gradient approx-
imation (GGA) and LSDA methods, using the linear muffin
tin orbital (LMTO) and full potential linearized augmented
plane wave (FLAPW) methods, respectively, and a dense
k-point mesh. They showed that GGA calculations improve
the MCP of Ni in the low momentum region where the negative
polarization of s and p electrons becomes significant.

At the same time, it was pointed out that the discrepancy
between the experimental and theoretical MCP could be

attributed to missing electron-electron correlations in band
models.12 Along these lines, recently, the LSDA+U method
was applied by Tokii et al.8 to calculate the MCPs of Fe,
showing improvement for the [100] and [110] directions, but
it still underestimates near the origin the MCP for the [111]
direction. Also, one should mention the calculations of the Ni
MCP done by Kubo10 implemented within the GW scheme
based on the FLAPW method. His calculations are in overall
agreement with experiment, but notable discrepancies are still
found for the Ni [110] and [111] MCP spectra.

The electronic structure of fcc Ni has been a subject
of intensive studies as a prototype of itinerant electron
ferromagnets, since they indicate a failure of the one-electron
theory.13–16 The LSDA calculations for fcc Ni cannot repro-
duce some features of the electronic structure of Ni observed
experimentally. The valence-band photoemission spectra of
Ni (Refs. 17 and 18) show a 3d-band width that is about
30% narrower than obtained from the LSDA calculations.15

Second, the spectra show a dispersionless feature at about
6 eV binding energy (the so-called 6 eV satellite),19,20 which
again cannot be reproduced by the LSDA calculations. Third,
the magnetic exchange splitting is overestimated by the LSDA
calculations15 compared with the experimental data.21 On the
other hand, an improved description of the correlation effects
for the 3d electrons via the LSDA+DMFT22–25 gives the width
of the occupied 3d bands of Ni properly and reproduces the
exchange splitting and the 6 eV satellite structure in the valence
band.

In view of these LSDA+DMFT improvements22,23,26 upon
the magnetic properties of Fe and Ni, the comparison of
experimental MCP with the LSDA+DMFT theory provides
some new information besides offering a test for the impact of
electronic correlations. In particular, we demonstrate here that
the LSDA+DMFT calculations improve also the agreement
between theory and experiment for Fe and Ni MCPs. In the
following, we briefly discuss the theoretical approach and
present the calculated MCPs of Fe and Ni together with
the experimental data. Finally, the LSDA and LSDA+DMFT
calculated MCPs of Ni have been decomposed and the
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contribution of different energy windows in the valence band
have been compared in order to extract the features of electron
correlations and to show their energy dependency. Such a
decomposition provides evidence of the connection between
the MCP contribution in the lower part of the valence band and
the existence of the 6 eV satellite, both features being captured
only within LSDA+DMFT.

II. THEORETICAL FRAMEWORK

The calculations were done using the spin-polarized rel-
ativistic Korringa-Kohn-Rostoker (SPR-KKR) method in the
atomic spheres approximation (ASA).27 The computational
scheme is based on the KKR Green function formalism,
which makes use of multiple scattering theory, and was
recently extended to compute MCPs.28–30 The spin-projected
momentum density nms

( �p) [where ms =↑ (↓)] is computed
using the LSDA(+DMFT) Green’s functions in momentum
space as

nms
( �p) = − 1

π

∫ EF

−∞
ImGLSDA(+DMFT)

ms
( �p, �p,E)dE.

In order to analyze the momentum density and the correspond-
ing MCPs in different energy ranges, we use a decomposition
of the above formula in the form

nms,�E( �p) = − 1

π

∫ E2

E1

ImGLSDA(+DMFT)
ms

( �p, �p,E)dE,

where �E = E2 − E1 represents the width of the energy
window. The MCP seen in each energy window �E is obtained
by performing a double integral in the momentum plane
perpendicular to the scattering momentum �pz,

J LSDA(+DMFT)
mag (pz) =

∫∫
[n↑( �p) − n↓( �p)]dpxdpy.

Here the electron momentum density for a given spin
orientation is given by n↑(↓)( �p). The area under the
MCP is equal to the spin moment per Wigner-Seitz cell:∫ +∞
−∞ J LSDA(+DMFT)

mag (pz)dpz = μLSDA(+DMFT)
spin . In the actual cal-

culations, the experimental lattice parameters of Fe and Ni
have been used (aFe/Ni = 0.287/0.352 nm). The exchange-
correlation potentials parametrized by Vosko, Wilk, and
Nusair31 were used for the LSDA calculations. For integration
over the Brillouin zone, the special points method has been
used.32 In addition to the LSDA calculations, a charge and self-
energy self-consistent scheme for correlated systems based
on the KKR approach with the many-body effects described
by the means of DMFT has been applied.23 As a DMFT
solver, the relativistic version of the so-called spin-polarized
T-matrix fluctuation exchange approximation33,34 was used.
The realistic multiorbital interaction has been parametrized by
the average screened Coulomb interaction U and the Hund
exchange interaction J . The values of U and J are sometimes
used as fitting parameters, although recent developments
enable us to compute the dynamic electron-electron interaction
matrix elements exactly.35 As it was shown, the static limit of
the screened-energy-dependent Coulomb interaction leads to a
U parameter in the energy range of 2–3 eV for all 3d transition
metals. As the J parameter is not affected by screening, it can
be calculated directly within the LSDA and is approximately

the same for all 3d elements ≈ 0.9 eV. In our calculations, we
used the values U = 2.0 (2.3) eV for Fe (Ni) and the same
value of the Hund exchange interaction J = 0.9 eV for both
Fe and Ni. These parameters were chosen based on previous
calculations that combine at best the results of structural and
spectroscopical analysis performed on Fe and Ni.22,33,36 In
addition, we have performed MCP calculations of Fe and
Ni for values in the range of 2–3 eV and checked that for
larger values of U , the correlation effects are overestimated,
in agreement with the structural analysis.36

III. RESULTS AND DISCUSSIONS

The MCPs of Ni [111] calculated on the basis of the LSDA
and LSDA+DMFT, respectively, are shown in Fig. 1, together
with the experimental data. The Gaussian broadening applied
to the calculated MCPs corresponds to the experimental
resolution. The experimental MCPs stemming from Dixon
et al.7 have been normalized to the experimentally determined
spin moment (0.56μB). After broadening, the calculated KKR
MCP spectra have been normalized to the calculated spin
moment (0.6μB by LSDA and LSDA+DMFT).

As can be seen, in the high-momentum region (pz � 2 a.u.)
the correlation effects have a small influence on the magnetic
spin density. In the momentum region 0 � pz � 2 a.u., taking
into account the electron correlations by the LSDA+DMFT
approach improves the agreement with the experimental
spectra considerably. Our LSDA+DMFT calculations can
reproduce the dip in the [111] profile at ∼ 0.8 a.u., which
was clearly underestimated by the LSDA calculations.

The LSDA and LSDA+DMFT calculated MCPs of Fe
[111] are shown in Fig. 2 together with the experimental
spectra of McCarthy et al.37 The experimental MCP has
been normalized to a spin momentum of 2.07μB . The
calculated spectra have been convoluted with a Gaussian
of 0.42 a.u., corresponding to the experimental resolution.
After convolution, the calculated MCPs have been scaled at
a spin momentum of 2.3μB (the LSDA calculated MCP) and
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FIG. 1. MCPs of Ni [111] calculated via the KKR method within
the LSDA and LSDA+DMFT approach. The theoretical curves have
been convoluted with a Gaussian of 0.43 a.u. FWHM, corresponding
to the experimental resolution. The experimental data stem from
Dixon et al.7
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FIG. 2. MCPs of Fe [111] calculated via the KKR method within
the LSDA and LSDA+DMFT approach. The theoretical curves have
been convoluted with a Gaussian of 0.42 a.u. FWHM, corresponding
to the experimental resolution. The experimental data stem from
McCarthy et al.37

2.19μB (the LSDA+DMFT calculated MCP), respectively.
Although both calculated MCPs show agreement with the
experiment in the high-momentum region, the shoulder at ∼
0.5 a.u. is diminished in the LSDA+DMFT calculated MCP,
improving the agreement with the experimental spectra also in
the low-momentum region.

The theoretical MCP of Ni [111] has been decomposed
into contributions from different energy windows. To illustrate
the decomposition into energy windows, the LSDA calculated
MCPs stemming from the energy bands below the Fermi
level in the range [−0.4 Ry, EF ] and [−1.0 Ry, −0.4 Ry]
are shown in Fig. 3. As can be seen, the main contribution
of the LSDA calculated MCP stems from the energy bands
situated between −0.4 Ry and the Fermi level. The bands
at energy lower than −0.4 Ry have just a small positive
contribution to the MCP within the momentum range pz � 1
a.u. The corresponding decomposition has been performed
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FIG. 3. The theoretical MCPs of Ni [111] obtained from LSDA
calculations. The MCPs have been decomposed into contributions of
two energy windows: [−1.0 Ry, −0.4 Ry] and [−0.4 Ry, EF ].
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FIG. 4. The theoretical MCP of Ni [111] obtained from KKR
LSDA+DMFT calculations. The MCPs have been decomposed into
contributions of two energy windows: [−1.0 Ry, −0.4 Ry] and [−0.4
Ry, EF ].

as well for the LSDA+DMFT calculated MCP, and the
results are shown in Fig. 4. The contribution of the energy
bands situated between −0.4 Ry and the Fermi level has an
important negative polarization for pz � 1 a.u. According to
the s-, p-, and d-electron decomposition (not shown here),
the negative contribution stems from s and p electrons. The
overall negative polarization of s and p electrons is increased in
the LSDA+DMFT MCP compared with the LSDA approach.
The importance of negative polarization was discussed also
in the context of the previous GGA calculations,6,7 where
this feature is connected with the fact that the GGA favors
inhomogeneity in the electron density. Including dynamic
correlations, the spectral weight transfer of the d manifolds
takes place, creating the 6 eV satellite and enhancing at the
same time the negative s and p contribution.

An essential feature is the important positive contribu-
tion of the electronic states in the energy window [−1.0
Ry, −0.4 Ry] to the MCP, which is similar for different
scattering directions. The MCP carries information about
all spin-polarized electrons in the system and about their
localization. A broad contribution in the MCP is an indication
for dominating localized spin states.1 As the LSDA+DMFT
MCPs are broader than the LSDA ones, we have a clear
indication that the spin magnetic densities have the tendency to
localize in the presence of the electronic correlations. Previous
LDA+DMFT implementations demonstrate in fact a reduced
spatial extension of the computed spin densities.26 As this
MCP broadening is seen in the energy range [−1.0 Ry, −0.4
Ry] where the well-known feature of the correlated electronic
bands of Ni, namely the 6 eV satellite (0.44 Ry), is situated,
a direct connection between these two correlation features
is presumable. As was shown by earlier calculations22 and
confirmed by photoemission experiments,38 the 6 eV satellite
is spin-polarized and accordingly has to be connected with the
MCP. The general interpretation of the 6 eV satellite relates
this feature to an excited state involving two 3d holes bound
on the same Ni site, therefore it is not accessible to any LSDA
calculations. In contrast, the LSDA+DMFT approach is able
to capture such processes via the explicit existence within the
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BENEA, MINÁR, CHIONCEL, MANKOVSKY, AND EBERT PHYSICAL REVIEW B 85, 085109 (2012)

interacting Hamiltonian of the four-index form of the Coulomb
matrix. Although the correlation-induced satellite is absent in
Fe, the proper description of the angle-resolved photoemission
spectra cannot be done by the LSDA but by LSDA+DMFT.39

In the case of Fe, a broad contribution of the LSDA+DMFT
MCP is also obtained in the energy range [−1.0 Ry, −0.4 Ry],
and consequently a similar tendency of localization of the spin
density is expected.

IV. CONCLUSIONS

In conclusion, the MCPs of Fe and Ni have been determined
using the SPR-KKR band-structure method within the LSDA
and LSDA+DMFT approach, respectively. The influence of
electron correlations on the MCP of Fe and Ni [111] has
been discussed. For high transfer momenta (pz � 2 a.u.), no
significant corrections due to dynamical electronic correlations
are seen in the Compton profile, therefore the dynamics of the
process can be captured equally well by a LSDA approach.
In contrast, for small momentum transfer, clear evidence for
the interplay between the energy transferred to the electron

and the electronic correlations is seen: including the local but
dynamical self-energy leads to an improved MCP spectra. In
addition, the decomposition of the Ni [111] MCPs shows a
large and broad contribution by the DMFT+LSDA approach
stemming from the energy window between the bottom of the
valence band and 0.4 Ry binding energy. For the corresponding
MCP decomposition, the LSDA approach shows just a small
and narrow contribution stemming from the same energy
range. We consider this feature to be a consequence of the
localization tendency of the spin density due to electronic
correlations.
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