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Single-valley quantum Hall ferromagnet in a dilute MgxZn1−xO/ZnO strongly correlated
two-dimensional electron system
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We investigate the spin susceptibility (g∗m∗) of dilute two-dimensional (2D) electrons confined at the
MgxZn1−xO/ZnO heterointerface. Magnetotransport measurements show a four-fold enhancement of g∗m∗,
dominated by the increase in the Landé g-factor. The g-factor enhancement leads to a ferromagnetic instability of
the electron gas as evidenced by sharp resistance spikes. At high magnetic field, the large g∗m∗ leads to full spin
polarization, where we found sudden increase in resistance around the filling factors of half-integer, accompanied
by complete disappearance of fractional quantum Hall (QH) states. Along with its large effective mass and the
high electron mobility, our result indicates that the ZnO 2D system is ideal for investigating the effect of electron
correlations in the QH regime.
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I. INTRODUCTION

The Coulomb interaction plays a substantial role in many
aspects of the transport phenomena in two-dimensional (2D)
systems and can lead to the renormalization of electron
characteristics such as the effective mass and the g-factor,
which affects the transport and magnetic properties of the 2D
carriers.1 For instance, a 2D metallic state is experimentally
observed as a consequence of electron correlations,2,3 although
scaling theory based on non-interacting electrons predicts
2D systems to always be localized in the presence of
finite disorder.4 The strength of the electron correlations is
characterized by the Wigner-Seitz radius (rs), which is defined
as the ratio of the Coulomb energy to the Fermi energy, and
expressed as m∗e2/4πεh̄2√πn, where m∗ is the effective mass
of the charge carriers, e the elementary electric charge, ε the
dielectric constant, h̄ Planck’s constant divided by 2π , and n

the charge carrier density. Accordingly, correlation effects are
pronounced in diluted charge carrier systems.

So far, clean 2D systems with rs � 1 have been studied
in a number of materials such as Si-MOSFET,5–7 Si/SiGe,8

GaAs/AlGaAs,9,10 and AlAs/AlGaAs.11–13 In these studies
the enhancement of the effective spin susceptibility (g∗m∗)
was universally observed, where g∗ is the effective Landé
g-factor. However, the dominating component driving the
enhancement of this binary parameter may be linked to the
valley degeneracy of the 2D charge carriers and hence is system
dependent. In valley-degenerate materials, such as AlAs and
Si,5–7,13 g∗m∗ is primarily dominated by the enhancement
of the effective mass, although the g-factor enhancement is
also observed to some extent. This dominating parameter is
interchanged when the 2D system of AlAs is driven into single
valley occupancy; the g-factor enhancement prevails over
the mass enhancement.11–13 Similarly for GaAs, the g-factor

enhancement is stronger than the change in the electron
mass.9,10

Large correlation effects are also expected in the emerg-
ing field of 2D electrons confined in MgxZn1−xO/ZnO
heterostructures.14–16 The electrons in this novel structure
occupy an isotropic single pocket as in GaAs-based 2D
systems but have a larger band mass of 0.29m0 (m0 is the bare
electron mass). Also the smaller dielectric constant (ε = 8.5)
of ZnO strengthens the correlation effects. Thus, this system,
with its high electron mobility (μ), lends itself to studies of
g∗m∗ enhancement in the regime of strong correlations.

Here, we investigate the magnetotransport properties of a
2D electron gas confined in a MgxZn1−xO/ZnO heterostructure
in a tilted magnetic field. The charge carrier density of our
sample is n = 2.0 × 1011 cm−2, corresponding to rs =
8.4. We observe an almost four-fold enhancement of the
g∗m∗ with respect to its bulk value. Combined with the
previous results for MgxZn1−xO/ZnO samples with smaller
rs (Ref. 17), g∗ tends to diverge as n decreases, which is
indicative of a ferromagnetic instability. This result, with its
simple band structure of ZnO, supports the idea that the g∗

enhancement in the dilute limit is a generic consequence of
electron correlations in single-valley systems. In addition,
we observe sharp resistance spikes at the crossing point of
two Landau levels with opposite spin orientation, which is
indicative of the formation of ferromagnetic domains mediated
by the enhanced g-factor. At high magnetic field, we find
a dramatic increase in resistance around half-integer filling
factors when the spins are fully polarized at high tilt angles.
These observations, with its high μ, indicate that the ZnO
2D electron gas is a unique system suitable to investigate
the effects of electron correlations on integer and fractional
quantum Hall (QH) effects.
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II. EXPERIMENTAL DETAILS

The MgxZn1−xO/ZnO (x = 0.01) heterostructure was
grown by molecular beam epitaxy utilizing distilled pure
ozone as detailed in Ref. 14. Device preparation is discussed
in Ref. 15. The sample was mounted on a rotation stage
and measured in a dilution refrigerator equipped with a
14 T superconducting magnet. Electrical measurements were
carried out using a lock-in amplifier with 10 nA excitation
current at a frequency of 11 Hz. For several angles between the
direction of the magnetic field and the normal to the 2D plane
(θ ), the four-terminal resistance was measured as a function
of the magnetic field. The tilt angle θ is estimated from Hall
resistance (Rxy) as cos θ = Rxy(θ )/Rxy(0◦) in the low field
range below 0.5 T.

III. RESULTS AND DISCUSSIONS

Figure 1(a) shows magnetotransport traces of the longitu-
dinal resistance Rxx as well as the Hall resistance Rxy of the
2D electron system at T = 100 mK and θ = 0◦. A number
of integer and fractional QH states are clearly observed; Rxx

shows zero resistance while Rxy is quantized. From the low-
field transport data, μ is estimated as 300 000 cm2 V−1 s−1.

FIG. 1. (Color online) (a) Rxx and Rxy as a function of magnetic
field at T = 100 mK. (b) Temperature dependence of the low-field
Shubnikov-de Haas (SdH) oscillations from 0.05 to 0.3 K. �R defines
the SdH amplitude. The inset shows the T dependence of �R/R0T

for ν = 9 (circles), 11 (triangles), and 13 (squares), where R0 denotes
Rxx at zero magnetic field. The dashed curves are the fits to the data
for estimating m∗.

We start the discussion of the g∗m∗ measurement by analyzing
m∗, which is determined from the temperature dependence of
the amplitude of the Shubnikov-de Haas (SdH) oscillations
(�R) shown in Fig. 1(b). This is described by �R/R0 = 4χ

exp(−π/ωcτq)/sinhχ , where R0 is the resistance at B = 0 T,
χ = 2π2kBT/h̄ωc (kB is the Boltzmann constant), ωc = eB/m∗
is the cyclotron frequency, and τq is the quantum scattering
time.17 The inset of Fig. 1(b) depicts ln(�R/R0T ) versus T ,
from which the electron effective mass of (0.30 ± 0.02)m0 is
determined. The quantum scattering time was also estimated as
2.2 ps from the magnetic field dependence (not shown) and was
temperature independent within measurement error. The large
ratio τtr/τq = 23 (τtr = μm∗/e is the transport scattering time)
indicates dominant forward-scattering over back-scattering,
which is typical of remote impurity scattering.18

To evaluate g∗m∗, we employ the fact that the Landau
level splitting (h̄e/m∗)B cos θ depends on the magnetic field
component normal to the 2D plane, while the Zeeman splitting
g∗μBB (μB is the Bohr magneton) scales with the total
magnetic field. Therefore the ratio of the Zeeman energy
and the cyclotron energy can be adjusted by changing θ ,
so that the spin-split Landau levels cross using a geometry
shown in the left inset of Fig. 2(a). The crossing of the
Landau levels is experimentally found as a weakening of the
SdH oscillation minima. Equating the two energy scales, the
coincidence condition can be expressed as g∗m∗/2m0 cos θc =
i, where θc is the coincidence angle and i is the index
difference of the crossing Landau levels. Figure 2(a) displays
the magnetotransport curves for Rxx at several tilt angles θ

as a function of the normal component of the magnetic field
(B cos θ ). The Rxx dependence on 1/cos θ is plotted in panel
(b) for filling factors ν = 6 and ν = 7. In this plot we indicate
the coincidence angles θc, for which the level crossings are
shown by triangles.

Enforcing the linear dependence between 1/cos θc and the
coincidence index i to go through the origin, we assign i = 2
and i = 3 to the corresponding θc, as shown in the inset. From
the slope of the linear dependence, we estimate g∗m∗/gbmb =
3.90 ± 0.02, where gb and mb are the bulk g-factor and
electron mass of ZnO, respectively. In Fig. 3(a) we plot the
dependence of m∗/mb and g∗m∗/gbmb versus charge density,
together with the previously reported data by Tsukazaki et al.
using MgxZn1−xO/ZnO 2D electrons.19 This tendency clearly
indicates that m∗ moderately depends on carrier density and
g∗ is the dominant factor for the enhancement of g∗m∗. Since
the conduction band of ZnO is composed of a single electron
pocket located at the 
 point, our result of the dominance
of the g∗ enhancement follows the conclusion in Ref. 13, as
introduced previously.

A large g-factor is a result of the enhancement of the
exchange interaction J at large rs (Refs. 20 and 21), which
ultimately leads to a ferromagnetic instability. Experimentally,
the formation of ferromagnetic domains is detected by sharp
resistance spikes in Rxx as a consequence of dissipative
transport across the domain wall boundaries at the crossing
point of Landau levels with different spin orientations.22

Several such spikes are visible in Fig. 2(a) at tilt angles
corresponding to the coincidence condition. The resistance
spikes appear beyond B cos θ ∼ 1.5 T (ν < 5), which
suggests that the condition for Stoner ferromagnetism is
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FIG. 2. (Color online) (a) Rxx as a function of Bcos θ at various
θ . The curves are shifted upward for clarity. The top axis shows
the corresponding ν. The left inset shows the geometry of the
measurement. The right inset shows Rxx near the resistance spike
at θ = 56.2◦ near ν = 3 with increasing (solid curve) and decreasing
(dashed curve) magnetic field. (b) Rxx as a function of 1/cos θ for ν =
6 (open circles) and ν = 7 (filled circles). The inset shows 1/cos θc

as a function of coincidence factor (i), where θc is the coincidence
angle. The dashed line indicates a linear fit to the data.

fulfilled in this range.23 Such resistance spikes have also been
experimentally observed in other 2D systems24–29 and were
commonly accompanied with hysteresis.26 However, in our
measurement, hysteresis is absent, as shown in the right inset
of Fig. 2(a). This observation may imply that the domain walls
move easily, as expected for clean ferromagnets.27

It is important to note that the longitudinal resistance
Rxx is enhanced significantly with increasing tilt angle θ at
lower half-integer filling factors. Figure 4(a) shows that Rxx

increases around ν = 3/2, 5/2, and 7/2 with increasing θ and
is accompanied with the disappearance of the fractional QH
states in the first Landau level. In order to investigate the origin

FIG. 3. (Color online) g∗m∗ and m∗ with respect to bulk values
as a function of n together with the data from the previous report
(Ref. 17). Top axis shows the corresponding rs.

of the resistance increase, we plot Rxx at these filling factors
as a function of θ in Fig. 4(b) and as a function of the total
magnetic field B in Fig. 4(c). This comparison clearly shows
that Rxx increases at the same B for all three half-integer
filling factors and saturates at almost the same Rxx value.
Such scaling with total magnetic field is indicative of a spin
effect rather than as a result of electron orbital motion. In this

FIG. 4. (Color online) (a) Rxx as a function of B cos θ for a variety
of θ . Rxx at ν = 3/2, 5/2, and 7/2 as a function of (b) 1/cos θ and
(c) B. The dashed line in (c) indicates the critical magnetic field above
which spins are fully polarized (BP).
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context it is instructive to estimate the magnetic field strength
BP at which the spins are fully polarized, which results in
BP = (2h/e)n/g∗m∗ = 7.0 T for our sample. As Fig. 4(c)
shows, this value of BP agrees well with the experimental
observation of the sharp resistance increase and thus supports
its spin related origin. A similar spin-dependent increase in Rxx

at half-filling factors has been observed only in AlAs quantum
wells with single-valley occupancy.30 The model to explain
such a behavior takes into account a reduction in inter-Landau
level screening between channels with opposite spins and
thus an increased scattering rate, i.e., increased resistance.
We note for our system that the fractional QH effect at ν > 1
completely disappears in the ferromagnetic state. This result
sheds renewed light on the problem of the stability of the
fractional QH effect at the second Landau level, which has
been intensively studied in the GaAs 2D electron gas.31

IV. CONCLUSIONS

We have investigated g∗m∗ of a dilute electron gas
confined at a MgxZn1−xO/ZnO heterointerface as a prototype
correlated 2D system with single-valley occupation. The result
showed that spin susceptibility is enhanced with the domi-
nant contribution from the g-factor rather than the effective
mass, which is indicative of a ferromagnetic instability as

a result of enhanced exchange interactions. Experimental
confirmation of the existence of ferromagnetic domains was
achieved using the sharp resistance spikes at the coincidence
angle. Additionally, an increase in the magnetoresistance
was observed around half-integer filling factors when the
spins are fully polarized. Along with the extremely high
μ of the 2D electrons and the isotropic single electron
pocket, these facts demonstrate that the MgxZn1−xO/ZnO het-
erostructure is a suitable system to investigate the relationship
between spin polarization and the integer and fractional QH
effects.
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