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High domain wall velocities in in-plane magnetized (Ga,Mn)(As,P) layers
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Field-induced domain wall (DW) propagation was evidenced in unpatterned layers of in-plane magnetized
Ga1−xMnxAs1−yPy using Kerr microscopy. Both stationary and precessional regimes were observed, and
domain wall velocities of up to 500 m s−1 were measured, of the order of magnitude of those observed
on in-plane magnetized metals. Taking advantage of the strain-dependent magnetocrystalline anisotropy in
this dilute magnetic semiconductor, both out-of-plane and in-plane anisotropies were adjusted by varying the
manganese and phosphorus concentrations. We demonstrate that these anisotropies are a critical parameter to
obtain large velocities. These results are interpreted in the framework of the one-dimensional model for domain
wall propagation.
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I. INTRODUCTION

Spintronics has spurred a renewed interest in in-plane
magnetized materials, with soft ferromagnets being used in
novel shift-register memories based on magnetic domain wall
propagation (DWP).1,2 To be viable, these devices require
an excellent knowledge of the physics governing the DW
velocity and structure, via the micromagnetic parameters of
the material. Among them, the magnetic anisotropy—shape
or magnetocrystalline—governs the canting of the magne-
tization within the domain wall, which propels it forward.3

Nanostructuring the devices was, thus, a substantial progress
as it induces shape anisotropy4,5 and somewhat simplifies the
theoretical treatment of the problem.3 However, confinement
also introduces edge roughness that is complex to model
and imposes a sample design for a desired DW velocity
behavior (such as the maximum velocity or the maximum field
giving a stationary configuration of the DW). Past experiments
have studied at length the effects of shape anisotropy on the
DW velocity in metals,4,5 but no exploration has been done
of the powerful lever that is magnetocrystalline anisotropy.
This was mostly due to the difficulty of tuning it over a
broad range in metals and to the technical issues linked to
measuring high DW velocities at fields higher than a few
Oersteds.6

In this context, we believe dilute magnetic semiconductors
(DMS) to be ideally suited materials for these studies. In
particular, the model material GaMnAs, and its phosphorus
substituted compound offer obvious advantages: micromag-
netic parameters that can be tuned during7 or after the growth,8

and weak DW pinning permitting the observation of intrinsic
flow regimes for field-driven DW propagation in out-of-plane
magnetized layers.9 DWP studies on in-plane magnetized
GaMnAs layers have been limited to observations of the
magnetic after-effect in the creep regime,10 and transport
measurements of low DW velocities in micron-wide stripes.11

In this geometry, the interplay between magnetic anisotropies
and DWP could not be studied. Working on unpatterned layers
and tuning the magnetic anisotropies in GaMnAs(P) alloys
would, however, provide unprecedented understanding and
control of the field dependence of the velocity. Moreover,

these layers should be well suited to achieve high DW
velocities because of large DW width,12 as expected from
the well-known one-dimensional (1D) model13,14 for DW
propagation.

In this model, the field-induced propagation is expected
to consist of a stationary linear regime, followed beyond the
Walker field HW by a precessional regime. An interesting
case occurs when samples exhibit both a strong perpendicular
uniaxial magnetic anisotropy, making the sample plane an easy
plane (coefficient K⊥), and a uniaxial in-plane anisotropy
(coefficient K0). In this configuration, the Walker field is
expected to depend solely on K⊥ and the DW width on
K0. However, the maximum velocity in the stationary regime
depends on the relative weight of both anisotropies.3

In this work, we demonstrate, using longitudinal Kerr
microscopy, the propagation of DWs in the flow regimes,
both stationary and precessional, in GaMnAs(P) layers with
in-plane magnetization. DW velocities comparable to those
found in Permalloy (Py), and over tenfold higher (up to
500 m s−1) than any recorded speeds in DMS are measured.
Several samples are investigated to understand the impact of
the different magnetic anisotropies on the DW dynamics, in
particular on the maximum achievable velocities.

II. SAMPLES AND SETUP

Four 50-nm-thick (Ga1−xMnx)(As1−yPy) samples were
studied. Their characteristics are given in Table I and Ref. 15.
Ferromagnetic resonance experiments (FMR) establish the
magnetic anisotropy coefficients relying on a phenomeno-
logical expression of the free magnetic anisotropy energy of
the system in which the first- and second-order coefficients
of the strain-induced uniaxial anisotropy are K2⊥ and K4⊥
and the in-plane uniaxial and biaxial coefficients are K2// and
K4//. However, the 1D model equations described in Ref. 3
use another expression of the effective anisotropy energy,
introducing the terms K0 and K⊥ for the uniaxial in-plane
anisotropy and the out-of-plane anisotropy. The following
equivalences can be established: K0 = K2//−K4// and K⊥ =
μ0M

2
s /2−K2⊥− 3

2K4//.
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TABLE I. Main characteristics of the samples,15 with values at 0.2 TC highlighted in bold: effective Mn concentration [Mn]eff , approximate
phosphorus concentration [P], lattice mismatch (lm), Curie temperature TC , and magnetic anisotropy coefficients. V max is the maximum velocity
expected in the stationary regime from the 1D model [Eq. (1) and Ref. 3]. vmax(Hmax) is the maximum observed velocity. When two plateaus
were observed, both values of maximum field and velocities are given.

[Mn]eff TC [P] lm T K⊥ K0 V max from Eq. (1) vmax measured μ0Hmax measured
Sample (%) (K) (%) (ppm) (K) (J m−3) (J m−3) (m s−1) (m s−1) (mT)

A4 4.7 130 0 6890 ± 30 25 10120 486 335 507 ± 23 7.8
60 7481 366 356 492 ± 16 5.1
85 4781 58 412 481 ± 28 3.6

A3 3.7 122 0 4990 ± 80 20 7415 40 239 328 ± 29/403 ± 35 5.4/7.6
60 4626 117 240 292 ± 12 2.5

B3 3.7 134 2.6 280 ± 150 20 3461 19 163 186 ± 16 3.2
60 2370 54 155 142 ± 9 2.7

C3 3.7 110 3.4 0 ± 400 30 2039 62 101 100 ± 7 2.6
60 1454 32 122 100 ± 3 2.6

[Mn]eff is defined as the concentration of magnetically
active Mn atoms. The strained lattice mismatch (lm) is
defined as (a⊥−asub)/asub, where a⊥ is the strained lattice
parameter of the film parallel to the growth axis and asub is
the lattice parameter of the substrate. Phosphorus alloying
has been shown to be well suited to tune the strain and the
magnetic properties of the layers, through their dependence
on the valence band structure.15,16 Decreasing the phosphorus
concentration from y ≈ 3.4 to 0% at constant [Mn]eff = 3.7%
increases the strained lattice mismatch from 0 to 6890 ppm.
The strain-induced uniaxial out-of-plane anisotropy constant
(K⊥) consecutively increases, with the uniaxial in-plane
anisotropy constant (K0) remaining low. Rising [Mn]eff to
4.7% keeping y = 0% further increases both in-plane and
out-of-plane anisotropies (Table I). For all samples, the easy
axis is expected from FMR to be along [11̄0] at T �20
K and between −4◦ and −13◦ degrees away from [100]
below.

Direct observation of the DW propagation was done by
longitudinal Kerr microscopy using an LED source (λ =
632 nm), a high numerical aperture (0.4) objective, and a de-
ported aperture diaphragm.17 The setup probes the horizontal
component of the magnetization (Kerr axis). Two external coils
surrounding the cryostat provide a homogeneous horizontal
field Hext [minimum rise time 60 μs; Fig. 1(b)]. Inside the
cryostat, a homemade set of microcoils was designed to apply
in-plane pulsed fields Hpul of up to 42 mT [rise time 100 ns;

FIG. 1. (Color online) (a) Design of the homemade cold finger
and set of rotating microcoils giving Hpul. (b) General top-view of the
cold finger surrounded by the outer cryostat shield located between a
set of rotating external coils giving Hext.

Fig. 1(a)]. The calibration of the field given by the microcoils
was done by comparing hysteresis cycles taken under fields
provided by the microcoils or by the external coils, applying
consecutive 80-ms field pulses. The images were then divided
up into square regions of ≈80 × 80 μm2 and the local coercive
field Hc,local evaluated by image analysis in each of those.
Hc,local was homogeneous across the sample for the cycle
taken with the external coil but symmetrical with respect to the
microcoils’ mid-distance for the microcoil cycle. This allowed
us to (i) determine the region of more homogeneous field to
about 450 × 300 μm2, and (ii) calibrate the field given by the
microcoil. This procedure was repeated at several temperatures
to reduce the effect of the temperature dependence of the
nucleation on the coercive field. The overall field accuracy
is of the order of ±0.2 mT in the region of homogeneous
field between the two coils. Contrary to most DW propagation
studies relying on transport measurements,11,18 this setup
permits the simultaneous imaging of the propagating domains
with a large field of view and application of short field
pulses.

III. STATIC STUDY

In order to establish the optimum field orientation for
the dynamic study, hysteresis loops were first obtained from
Kerr microscopy images under a static field Hext applied at
various angles. For T � 20 K and Hext//[11̄0] (easy axis)
and along the Kerr axis, we observed square cycles for all
samples, with coercive fields μ0Hc roughly increasing with
the strain-induced anisotropy K⊥. At T = 0.2 Tc, μ0 Hc =
0.9, 1.2, and 2 mT for, respectively, C3, B3, and A3; μ0 Hc =
2 mT for A4. For Hext//[100] and along the Kerr axis, the
domains remained along [11̄0]. The resulting contrast was
about cos(π /4) times weaker than for Hext//[11̄0], indicating
that the magnetization within the domains remained aligned
along the easy axis regardless of the field orientation. For the
subsequent DWP study, the field was therefore aligned along
the easy axis of the sample, as well as with the Kerr axis. This
configuration led to the observation of 180◦ charged DWs,
as reported previously.19,20 The layers were kept unpatterned
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FIG. 2. (Color online) Methodology for DW velocity measure-
ment, example on sample A4 at T = 25 K. (a) Snapshots taken
in zero field after successive 400-ns pulses of a 6.9-mT field.
(b) Dividing successive images yields the displacement after each
pulse. (c) Linear regression leading to the DW velocity. Note that the
fit has a negative y intercept resulting from the finite rise time of the
pulse and of the depinning field.

to understand how the complex in-plane anisotropy of the
material interplays with its uniaxial anisotropy in field-induced
DW dynamics.

IV. DYNAMIC STUDY

The methodology of the DW velocity measurement is
identical to the one used in Ref. 9. The layer is saturated
using the field Hext generated by the external coils. A pulsed
field Hpul of opposite sign then nucleates and propagates
the domains [Fig. 2(a)]. After each propagation field pulse,
a snapshot is taken in zero field and the DW displacement
measured on one or several domains. The DW displacement is
systematically measured at the tip of the domain [Fig. 2(b)].
A linear regression of the displacement versus pulse length
then gives the velocity. For a given field, between 3 and
5 different pulse lengths are used to eliminate the effect
of the pulse rise and decay times [Fig. 2(c)]. Data was
taken until either nucleation prevented the displacement
measurement on a well-isolated domain, or the velocity was
too high for our coil rise time. The error bar on the velocity
measurements reflects both the quality of this linear fit and the
dispersion of the displacement measurements for a given pulse
length.

Domains expanded anisotropically along the easy axis
direction. Figures 3(b) and 3(c) show DW velocity measure-
ments done on samples with the weakest out-of-plane uniaxial
anisotropies of the [Mn]eff = 3.7% series, B3 and C3. Once the
DWs depin around the coercive field, the velocity at 20/30 K
rises quasilinearly toward a peak of 186 m s−1 for B3 and ≈
100 m s−1 for C3. It then decreases by up to 36% of its peak
value. The behavior at 60 K is similar but nucleations prevent
the observation of the velocity decrease after the peak (see
Table I for velocity values at 60 K).

In order to test the influence of the perpendicular uniaxial
anisotropy on the maximum velocity, the DW velocities of
samples A4 and A3 (of higher K⊥) were then measured for
similar temperatures. For Hpul just below the coercive field,
very few domains nucleate and they adopt a wedge shape
[Figs. 2(a), 2(b), and 4(b)] very reminiscent of the saw-tooth
domains seen on in-plane magnetized Py21 or Fe.22 This profile
efficiently reduces the magnetostatic energy cost of a 180◦
charged DW. Such a shape could not be observed as clearly on
samples B3, C3 because of the great number of nucleations,
due to the much weaker K⊥. Once again, domains expanded
very anisotropically along the easy axis. The v(H ) data are
shown in Figs. 3(a) and 4(a).

After depinning, the velocity first rises very steeply with
a mobility (dv/dH ) that increases with temperature. For
sample A3 at T ≈ 0.2 TC , the velocity then plateaus at
vmax =320 m s−1 above μ0 Hmax =4.9 mT. At 7.6 mT, the
velocity increases once again to reach a second plateau at
403 m s−1 (values of μ0 Hmax and vmax at 60 K in Table I). For
sample A4 at T ≈ 0.2 TC , there is only one clear velocity
plateau of about 507 m s−1 reached at 7.8 mT (μ0 Hmax,
vmax at 60 and 85 K in Table I). The 85 K curve goes up to
481 m s−1 before nucleations prevent further measurement.
The DW velocities measured on this sample are, to our
knowledge, the highest observed to date on any DMS.
Moreover, they are close to—if not higher than—typical
DW velocities encountered on unpatterned6 and patterned23

Permalloy. The observed velocities are moreover much higher
than those measured on out-of-plane magnetized GaMnAs
samples (field-24 or current-induced25 propagation), where
they could only be measured up to a few tens of m s−1. DW
velocities measured on planar GaMnAs micron-wide stripes11

were less than 0.1 m s−1, very probably because the field was
not applied along the easy axis, which led to the formation of
slower 90◦ domain walls.

FIG. 3. (Color online) Domain wall velocity versus applied field in the [Mn]eff = 3.7% series in order of decreasing lattice mismatch (slm)
and uniaxial out-of-plane anisotropy. (a) A3, (b) B3, (c) C3. The lines are guides for the eyes.
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FIG. 4. (Color online) (a) Domain wall velocity for the [Mn]eff =
4.7% sample at T =25, 60, and 85 K. (b) Modification of the domain
profile with increasing field.

V. DISCUSSION

Two main issues are raised by the experiments presented
above: the dependence of the maximum velocity on the
magnetic anisotropy, and the different shapes of the v(H )
curves between samples A4, A3, on the one hand, and B3, C3
on the other hand. Although the thickness of the layer (about
5 times the exchange length) and lack of DW confinement
make a genuine 1D-type DW propagation unlikely,24,26 this
theory provides useful guidelines. In the case of simulta-
neous perpendicular and in-plane uniaxial anisotropies, it
demonstrates the existence of a stationary solution for a
propagating DW up to the Walker field HW = αK⊥/μ0 MS ,
with α the Gilbert damping constant and MS the saturation
magnetization. The maximum velocity in the stationary regime
is then not necessarily the Walker velocity VW =γ�0μ0 HW/α

reached at Walker breakdown,3 but rather Vmax reached at
Hmax = 2 HW (1 + κ)1/4

√
1+κ−1

κ
< HW :

Vmax = 2VW

√
1 + κ − 1

κ
. (1)

In these equations, κ = K⊥/K0 reflects the ratio of the

two anisotropies3 and �0 =
√

Aexc
K0

is the static DW width with

Aexc the exchange constant. This is completely equivalent to
the case of weakly perpendicularly magnetized samples,17 for
which the parameter equivalent to κ is 1/Q = μ0 M2

s /2K⊥.
For our samples, the static DW width is then calculated to
lie around �0 ≈ 50 nm, over 10 times wider than the DW
width estimated experimentally in perpendicularly magnetized
GaMnAs(P) layers.7 This estimated �0 is of the order of
the widths measured for near-180◦ DWs by high-resolution
electron holography on 500-nm-thick in-plane magnetized
GaMnAs.12

The resulting calculated v(H ) curve of ideally propagating
DWs is shown in Fig. 5(a) for various values of K0, K⊥.
The dependence of the maximum velocity on the magnetic
anisotropies can be understood as follows for transverse DWs.
When the field is applied along the easy axis, the DW
magnetization starts precessing around it and comes out of
the plane by an angle φ. The resulting magnetostatic charges
created at the surfaces of the layer create a demagnetizing
field Hdemag: proportional to Ms in soft in-plane magnetized
materials such as Py, or to the uniaxial anisotropy field
2K⊥/μ0 Ms in the case of in-plane magnetization induced

by magnetocrystalline anisotropy. It is the torque between
Hdemag and the DW’s magnetization that propels the DW
forward with a velocity proportional to Hdemag and �(φ).
As the applied field increases, so does φ, resulting in the
progressive shrinking of the DW width from its static value,
becoming: �(φ) = �0√

1+κsin2φ
. At small κ , this nonlinearity

is minor, and the mobility is linear up to Walker breakdown
[κ =1 curve in Fig. 5(a)]. As κ increases, the end of the
stationary regime evolves into a broad plateau. Its amplitude
rises with increasing out-of-plane anisotropy coefficient K⊥
(through its effect on Hdemag) but also with decreasing in-plane
anisotropy, as this will broaden the DW and increase the
velocity. The 1/

√
K0 dependence of the velocity is, however,

weaker than the linear dependence on K⊥. In the case of
κ �1, the expression of the maximum velocity can, in fact,
be simplified to V∞

max ≈ 2γ

Ms

√
AexcK⊥, confirming once more

the weaker influence of the uniaxial in-plane anisotropy on
the maximum speed. In Permalloy nanowires, the magnetic
anisotropy mainly results from the shape of the wire, and
typical κ are close to 1. In our samples, on the contrary, κ =
20–200 (Table I).

In the framework of this model, and taking into account
that the DWs depin at a finite field (very close to the coercive
field), two different experimental scenarios can occur as shown
schematically in Fig. 5(b): the DW propagation can meet the
intrinsic regime either before (dashed line) or after (dotted
line) the Walker field. We attribute samples A3, A4 to the first
category and samples B3, C3 to the second one.

FIG. 5. (Color online) Computed 1D model v(H ) curves with the
vertical arrows indicating the position of the Walker field. (a) Varying
in-plane (K0) and out-of-plane (K⊥) anisotropies without pinning
(following Ref. 3 with α = 0.03, Aexc = 10−13 J m−1, Ms = 36 kA
m−1). (b) Possible modifications to the v(H ) curve when pinning is
taken into account. The DW velocity may rejoin the intrinsic regime
before Walker breakdown (dashed line) or afterwards (dotted line).
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For samples with very low anisotropy fields (B3, C3),
the Walker field is expected to be quite small, and the DW
velocity meets directly the precessional regime [dotted line
in Fig. 5(b)], at which point the velocity decreases with
field. An upper boundary for the damping constant can then
be estimated from HW =αK⊥/μ0 MS . Using the anisotropy
coefficients determined by FMR and the experimental peak
fields Hmax at different temperatures (Table I) then yields
αmax = 0.02–0.04. This value is very much of the order found
by variable-frequency FMR27 but ten times smaller than the
one estimated from the ratio of stationary and precessional
mobilities (μstat, μprec) in out-of-plane magnetized GaMnAs.9

Although this discrepancy has been pointed out before,28 it
may also originate from an incorrect evaluation of μstat in
these samples. Finally, calculating the field expected to give
the maximum velocity at T ≈ 0.2 Tc gives: μ0 Hmax = 1.2 mT
(1.5 mT) for sample C3 (B3). These are barely above their
coercive fields μ0 Hc = 0.9 mT (1.2 mT), which explains why
the high-velocity plateau is not seen at all.

For samples with higher anisotropy fields (A3, A4), it is
the stationary regime that is reached after depinning [dashed
line in Fig. 5(b)]. This occurs at exceptionally high speeds
(≈ 150 m s−1 for A3 and ≈ 300 m s−1 for A4), which
contrasts strongly with the claims of Ref. 11 of a stationary
regime reached by 8.10−2 m s−1. The expected saturation
velocities calculated from Eq. (1) at T ≈ 0.2 Tc from the
1D model are indicated in Table I for samples A3 and
A4. For this calculation, the exchange constant was taken
as 3.10−13 J m−1 for [Mn]eff=4.7% (sample A4) and as
10−13 J m−1 for [Mn]eff=3.7% (sample A3), as estimated
on perpendicularly magnetized samples of similar manganese
content.7 The experimentally determined velocities follow
the predicted trend of increasing Vmax with perpendicular

anisotropy K⊥, as well as the weaker influence of the in-
plane anisotropies (Table I). However, the observed maximum
velocities are underestimated by a factor of about 1.5, and
the velocity plateaus are unexpected within this model. As
evidenced repeatedly in both simulations3 and experiments,29

an abrupt change in velocity often results from a modification
of the nature of the DW. A modification of the domain profile
can indeed be seen on the domain images of samples A3 and A4
[Fig. 4(b)]. The domain gradually loses its sawtooth shape and
smoothens out with increasing field, or more exactly divides
up into sawtooths of shorter period. These DW transformations
could be the reason for the plateaus observed for samples A3
and A4. To summarize, the 1D model provides good qualitative
trends but underestimates the observed velocities, possibly due
to a transformation of the DW profile.

This work gives clear guidelines for designing high-speed
DW-based devices. In particular, the largest DW velocities
are found for 180◦ charged DWs propagating along the easy
axis, with layers exhibiting the largest out-of-plane anisotropy
and a weak in-plane anisotropy, which corresponds to a
large DW width. Lateral confinement of the DWs through
nanostructuration of the layer is expected to have a further
impact on the maximum velocity since it will affect the uniaxial
in-plane anisotropy, as already shown in GaMnAs.30 In light
of our results, this additional parameter would open a wide
range of possibilities to control the DW dynamics in field- or
current-driven DW motion experiments.
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