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Temperature dependence of the paramagnetic spin susceptibility of doped graphene
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In this work, we present a semianalytical expression for the temperature dependence of a spin-resolved
dynamical density-density response function of massless Dirac fermions within the random phase approximation.
This result is crucial in order to describe thermodynamic properties of the interacting systems. In particular, we
use it to make quantitative predictions for the paramagnetic spin susceptibility of doped graphene sheets. We
find that, at low temperatures, the spin susceptibility behaves like T −2, which is completely different from the
temperature dependence of the magnetic susceptibility in undoped graphene sheets.
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I. INTRODUCTION

Graphene is a newly realized two-dimensional (2D) elec-
tron system that has attracted a great deal of interest because of
the new physics which it exhibits and because of its potential
as a new material for electronic technology.1,2 It exhibits a
large number of new and exotic optical and electronic effects
that have not been observed in other materials.3

When nonrelativistic Coulombic electron-electron interac-
tions are added to the kinetic Hamiltonian, graphene represents
a new type of many-electron problem, distinct from both an or-
dinary 2D electron gas (EG) and from quantum electrodynam-
ics. The Dirac-like wave equation and the chirality of its eigen-
states lead indeed to both unusual electron-electron interaction
effects4–9 and an unusual response to external potentials.10,11

Spin transport of fermions is central to many fields of
physics. Electron transport runs modern technology and elec-
tron spin is being explored as a new carrier of information.12

There has been recent interest in the temperature dependence
of various Fermi liquid properties.13 Technical advances now
allow one to measure the temperature dependence of the ther-
modynamic and transport parameters such as conductivity at
finite temperature in unsuspended14,15 and suspended graphene
sheets16,17 and spin susceptibility in two-dimensional systems.

The paramagnetic spin susceptibility shows behavior sim-
ilar to the charge compressibility6 which decreases as the
interaction increases at zero temperature. This is related to the
fact that the inverse of the spin susceptibility is proportional
to the renormalized Fermi velocity.

Vafek18 has recently shown that the specific heat of un-
doped graphene sheets presents an anomalous low-temperature
behavior displaying a logarithmic suppression with respect
to its noninteracting counterpart as ∼T/ ln(T ). Meanwhile,
Sheery and Schmalian19 studied both the specific heat and
the orbital diamagnetic susceptibility of undoped graphene
by using a renormalization group approach. They stated that
the dependence of the diamagnetic susceptibility of undoped
graphene on temperature is quite different from the 2D EGs
and it behaves like T/| ln(T )|2.

On the other hand, it has been demonstrated in Refs. 7
and 8 (see also Ref. 9) that doped graphene sheets are normal
(pseudochiral) Fermi liquids, with Landau parameters that
possess a behavior quite distinct from that of conventional
2D EGs. In addition, it was found that,20 at low temperatures,

the specific heat has the usual normal-Fermi-liquid linear-in-
temperature behavior, with a slope that is solely controlled by
the renormalized quasiparticle velocity in doped graphene.

The temperature correction to the spin susceptibility for
a 2D EG interacting via a long-range Coulomb interaction
has attracted a lot of interest over a long period of time.21

It has been shown that the dynamic Kohn anomaly in the
density-density response function at 2kF and rescattering of
pairs of quasiparticles lead to linear-in-temperature correction
to the spin susceptibility.22 Since the static noninteracting
density-density response function of doped graphene is a
smooth function at 2kF and behaves differently from what
one has in standard 2D EG systems, a linear-in-temperature
correction to the spin susceptibility does not occur.

In this work we calculate the temperature dependence
of a spin-resolved dynamical density-density response func-
tion of massless Dirac fermions within the random phase
approximation (RPA) and subsequently the Helmholtz free
energy F(T ) of doped graphene sheets where the chemical
potential is nonzero. This allows us to access important
thermodynamic quantities, such as the spin susceptibility
which can be calculated by taking appropriate derivatives
of the free energy. We show that, at low temperatures,
the spin compressibility of doped graphene, contrary to the
diamagnetic spin susceptibility,19 behaves as the inverse square
of temperature, solely controlled by both the ultraviolet cutoff
and graphene’s fine-structure constant.

In Sec. II we introduce the formalism that we use in
calculating (paramagnetic) spin susceptibility which includes
the many-body effects in the RPA. In Sec. III we present our
analytical and numerical results for the free energy and spin
susceptibility in doped graphene sheets. Section V contains
discussions and conclusions.

II. METHOD AND THEORY

The agent responsible for many of the interesting electronic
properties of graphene sheets is the non-Bravais honeycomb-
lattice arrangement of carbon atoms, which leads to a gapless
semiconductor with valence and conduction π bands. States
near the Fermi energy of a graphene sheet are described by a
spin-independent massless Dirac Hamiltonian23

H = vFσ · p, (1)
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where vF is the Fermi velocity, which is density independent
and roughly 300 times smaller that the velocity of light in
vacuum, and σ = (σx,σ y) is a vector constructed with two
Pauli matrices {σ i,i = x,y}, which operate on pseudospin
(sublattice) degrees of freedom. Note that the eigenstates of H
have a definite chirality rather than a definite pseudospin; i.e.,
they have a definite projection of the honeycomb-sublattice
pseudospin onto the momentum p.

Electrons in graphene do not move around as independent
particles. Rather, their motions are correlated due to pairwise
Coulomb interactions. The interaction potential is sensitive
to the dielectric media surrounding the graphene sheet. The
Fourier transform of the real space potential is given by vq =
2πe2/εq, where ε is the average dielectric constant between
the medium and a dielectric constant of the substrate.

Within this low-energy description, the properties of doped
graphene sheets depend on the dimensionless coupling con-
stant or graphene’s fine-structure constant

αee = e2

εh̄vF
. (2)

As it is clearly seen from Eq. (1), the spectrum is unbounded
from below and it implies that the Hamiltonian has to be
accompanied by an ultraviolet cutoff which is defined kc and
it should be assigned a value corresponding to the wave vector
range over which the continuum model Eq. (1) describes
graphene. For later purposes we define αgr = 2gvαee where
gv = 2 accounts for valley degeneracy, kσ

F = kF(1 + ζσ )1/2

is the spin-dependent Fermi momentum, kF = (πn)1/2 is the
Fermi wave number, εF = h̄vFkF is the Fermi energy with n =
n↑ + n↓ being the total electron density, and ζ = (n↑ − n↓)/n

is the spin polarization parameter (0 � ζ � 1 if we assume
that, e.g., electrons with real spin s =↑ to be majority). For
definiteness we take kc to be such that πk2

c = 2(2π )2/A0,
where A0 = 3

√
3a2

0/2 is the area of the unit cell in the
honeycomb lattice, with a0 � 1.42 Å being the carbon-carbon
distance. With this choice, the energy h̄vkc = 7 eV and

� = kc

kF
=

√
2gv

nA0
. (3)

The continuum model is useful when kc � kF, i.e., when
� � 1. Note that, for instance, electron densities n = 0.36 ×
1012 and 0.36 × 1014 cm−2 correspond to � = 100 and 10,
respectively.

The free energy F = F0 + Fint, a thermodynamic potential
at a constant temperature and volume, is usually decomposed
into the sum of a noninteracting term F0 and an interaction
contribution Fint. To evaluate the interaction contribution to
the Helmholtz free energy we follow a familiar strategy24,25

by combining a coupling constant integration expression for
Fint valid for uniform continuum models (h̄ = 1 from now on),

Fint(T ) = N

2

∫ 1

0
dλ

∫
d2q

(2π )2
vq[S(λ)(q,T ) − 1], (4)

with a fluctuation-dissipation-theorem (FDT) expression25 for
the static structure factor,

S(λ)(q,T ) = − 1

πn

∫ +∞

0
dω coth (βω/2)Imχ (λ)

ρρ (q,ω,T ).

(5)

Here β = (kBT )−1. Quite generally, two-particle correlation
functions can be written in terms of single-particle Greens
functions and vertex parts. The RPA approximation for Fint

then follows from the RPA approximation for χ (λ)
ρρ (q,ω):

χ (λ)
ρρ (q,ω,T ) = χ

↑
0 (q,ω,T ) + χ

↓
0 (q,ω,T )

1 − λvq[χ↑
0 (q,ω,T ) + χ

↓
0 (q,ω,T )]

, (6)

where χσ
0 (q,ω,T ) is the noninteracting spin resolved density-

density response function in the σ channel. A central quantity
in the many-body techniques is the noninteracting spin-
resolved polarizability function χσ

0 (q,ω,T ). The problem of
the linear density response is set up by considering a fluid
described by the Hamiltonian, which is subject to an external
potential. The external potential must be sufficiently weak
for low-order perturbation theory to suffice. The induced
density change has a linear relation to the external potential
through the noninteracting dynamical polarizability function.
This function in the σ channel reads as

χσ
0 (q,ω,T ) = gv lim

η→0+

∑
s,s ′=±

∫
d2k

(2π )2

1 + ss ′ cos(θk,k+q)

2

× nσ
F (εk,s) − nσ

F (εk+q,s ′ )

ω + εk,s − εk+q,s ′ + iη
. (7)

Here εk,s = svFk are the Dirac band energies and nσ
F (ε) =

{exp[β(ε − μσ
0 )] + 1}−1 is the usual Fermi-Dirac distribution

function, μσ
0 = μσ

0 (T ) being the noninteracting chemical
potential. As usual, this is determined by the normalization
condition

nσ =
∫ +∞

−∞
dεν(ε)nσ

F (ε), (8)

where ν(ε) = gvε/(2πv2
F) is the noninteracting den-

sity of states. For T → 0 one finds μσ
0 (T ) = εσ

F {1 −
π2(T/TF)2/6(1 + σζ )}, where TF = εF/kB is the Fermi tem-
perature. The factor in the first line of Eq. (7), which depends
on the angle θk,k+q between k and k + q, describes the
dependence of Coulomb scattering on the relative chirality
ss ′ of the interacting electrons.

After some straightforward algebraic manipulations20 we
arrive at the following expressions for the imaginary, Imχσ

0 ,
and the real, Reχσ

0 , parts of the noninteracting density-density
response function for ω > 0:

Imχσ
0 (q,ω,T ) = gv

4π

∑
α=±

{
�(vFq − ω)q2f (vFq,ω)

× [G(α,σ )
+ (q,ω,T ) − G

(α,σ )
− (q,ω,T )]

+�(ω − vFq)q2f (ω,vFq)

×
[
−π

2
δα,− + H

(α,σ )
+ (q,ω,T )

]}
(9)

and

Reχσ
0 (q,ω,T ) = gv

4π

∑
α=±

{−2kBT ln[1 + eαμ0/(kBT )]

v2
F

+�(ω − vFq)q2f (ω,vFq)

× [G(α,σ )
− (q,ω,T ) − G

(α,σ )
+ (q,ω,T )]
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+�(vFq − ω)q2f (vFq,ω)

×
[
−π

2
δα,− + H

(α,σ )
− (q,ω,T )

]}
. (10)

Here

f (x,y) = 1

2
√

x2 − y2
, (11)

G
(α,σ )
± (q,ω,T ) =

∫ ∞

1
du

√
u2 − 1

exp
( |vFqu±ω|−2αμσ

0
2kBT

) + 1
, (12)

and

H
(α,σ )
± (q,ω,T ) =

∫ 1

−1
du

√
1 − u2

exp
( |vFqu±ω|−2αμσ

0
2kBT

) + 1
. (13)

The coupling constant integration in Eq. (4) can be carried
out partly analytically due to the simple RPA expression,
Eq. (6). We find that the interaction contribution to the free
energy per particle fint(T ) is given by

fint(T ) = 1

2

∫
d2q

(2π )2

{
− 1

πn

∫ +∞

0
dω coth (βω/2)

× arctan

[
vq[Imχ

↑
0 + Imχ

↓
0 ]

1 − vq[Reχ↑
0 + Reχ↓

0 )]

]
− vq

}

+ 1

2n

∫
d2q

(2π )2

∫ 1

0

dλ

λ
coth (βωpl/2)

× [Reχ↑
0 + Reχ↓

0 ]

∣∣∣∣∣∂[Reχ↑
0 + Reχ↓

0 ]

∂ω

∣∣∣∣∣
−1

ω=ωpl

.

(14)

In this equation the first term comes from the smooth
electron-hole contribution to Imχ (λ)

ρρ , while the second term
comes from the plasmon contribution; ωσ

pl = ωpl(q,T ,λ) is
the plasmon dispersion relation at coupling constant λ which
can be found numerically by solving the equation 1 −
λvqReχσ

0 (q,ω,T ) = 0. Note that in a standard 2D EG the
exchange energy starts to matter little for T of order TF because
all the occupation numbers are small and the Pauli exclusion
principle matters little. In the graphene case however exchange
interactions with the negative energy sea remain important as
long as T is small compared to vFkc/kB = TF�.

The free energy calculated according to Eq. (14) is divergent
since it includes the interaction energy of the model’s infinite
sea of negative energy particles. Following Vafek,18 we choose
the free energy at T = 0, f (T = 0), as our “reference”
free energy and thus introduce the regularized quantity
δf ≡ f (T ) − f (T = 0). This again can be decomposed into
the sum of a noninteracting contribution, δf0(T → 0) =
−gvεFπ

2(T/TF)2Z(ζ,1/2)/12, where Z(ζ,m) = (1 + ζ )m +
(1 − ζ )m, and an interaction-induced contribution δfint(T ) =
fint(T ) − fint(T = 0), which can be calculated from Eq. (14).
Note that we have f0(T = 0) = gvεFZ(ζ,3/2)/6.

The low-temperature behavior of the interaction contribu-
tion to the free energy can be extracted analytically with some

patience. After some lengthy but straightforward algebra we
find, to leading order in �,

δfint(T → 0) = εF
π2

6

(
T

TF

)2
αgr[1 − αgrξ (αgr)]

8gv

×Z(ζ,1/2) ln � + R.T., (15)

where the function ξ (x), defined as in Eq. (14) of Ref. 7, is
given by ξ (x) = 128/(π2x3) − 32/(π2x2) + 1/x − h(πx/8),
with

h(x) =
⎧⎨
⎩

1
2x3

√
1−x2 arctan

(√
1−x2

x

)
for x < 1,

1
4x3

√
x2−1

ln
(

x+√
x2−1

x−√
x2−1

)
for x > 1.

(16)

The symbol R.T. in Eq. (15) indicates regular terms, i.e., terms
that, by definition, are finite in the limit � → ∞. Equation (15)
represents the second important result of this work.

We thus see that δfint(T → 0) ∝ T 2 in Eq. (15) implies a
conventional Fermi-liquid behavior with a linear-in-T specific
heat. We are thus led to conclude, in full agreement with the
zero-temperature calculations of the quasiparticle energy and
lifetime performed in Refs. 7 and 8, that doped graphene sheets
are normal Fermi liquids.

It would be worthwhile obtaining the high-temperature
dependence of δf . Since we are always measuring energies
in units of the Fermi energy, therefore our high-energy
results are relevant to Dirac point physics. The undoped
limit for us is the limit of vanishing the Fermi energy. To
obtain the results for undoped graphene, let’s consider the
paramagnetic case. By replacing the Fermi energy with kBT

and, therefore, kF with kBT/h̄vF in Eq. (15), the correction to
the free-energy is given by δfint(T � TF,n � 0) ∼ T 3αgr[1 −
αgrξ (αgr)] ln(kc/T )/(8gv). Importantly, this expression, apart
from a constant,26 coincides with that result obtained in
Eq. (13) by Vafek.18 Therefore, we expect that in the limit
T � TF and for every ζ value, the temperature dependence of
the free-energy correction behaves like T 3 ln(kc/T ).

The spin susceptibility, on the other hand, can be calculated
from the second derivative of the Helmholtz free energy and it
reads

1

χs(T )
= 1

nμ2
B

∂2[f0(T ,ζ ) + fint(T ,ζ )]

∂ζ 2

∣∣∣∣
ζ=0

, (17)

where μB is the Bohr magneton.27

It is easy to calculate the noninteraction spin susceptibility
and it turns out that

χ−1
0 (T ) = 1

nμ2
B

gvεF

4

{
1 + π2

6

(
T

TF

)2}
. (18)

At low temperature, by using δfint to leading order in
�, the temperature dependence of the correction to the spin
susceptibility is thus given by

δχ−1
s (T ) = χ−1

s (T ) − χ−1
s (T = 0)

= εFπ
2

8nμ2
B

(
T

TF

)2[
gv

3
− η ln �

]
, (19)

where η = αgr(1 − αgrξ (αgr))/12gv . It is obvious from the
expression that χs(T ) ∝ T −2 at the low-temperature limit. This
expression represents our important result in this work.
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III. NUMERICAL RESULTS

In this section, we present the most important results of
the spin susceptibility in doped graphene sheets by using the
mentioned formalism.

The semianalytical expressions for Reχσ
0 (q,ω,T ) and

Imχσ
0 (q,ω,T ) constitute the first important result of this work.

In Fig. 1 we have plotted the major part of the dynamic
response function as a function of q/kF for different values
of ζ . Sharp cutoffs in the imaginary part of χ

↑
0 (q,ω,T ) are

related to the rapid swing in the real part of χ
↑
0 (q,ω,T ).

These behaviors are the result of the fact that the real and
imaginary parts of the polarization function are related through
the Kramers-Krönig relations. Importantly, the sign change
of the real part from negative to positive shows a sweep across
the electron-hole continuum. It is important to note that there
is a nonmonotonic behavior of χσ

0 (q,0,T ) as a temperature
dependence originates from a competition between intra- and
interband contributions to this quantity.20 However, the spin
polarization parameter dependence of the Lindhard function
is a monotonic behavior at any frequency.

0 1 2 3 4 5-4

-2

0

2

4

0 1 2 3 4 5-4

-2

0

2

4

q/kF

Re
χ 0↑ (
q,

ω
,T
)/

ν(
ε F
)

0 1 2 3 4 5-4

-2

0

2

4
ζ= 1.0⎯
ζ= 0.5⎯
ζ= 0 ....

T= 0.1TF
ω= 2.0εF

0 1 2 3 4 5-3

-2.5

-2

-1.5

-1

-0.5

0

0 1 2 3 4 5-3

-2.5

-2

-1.5

-1

-0.5

0

q/kF

Im
χ 0↑ (
q,

ω
,T
)/

ν(
ε F
)

0 1 2 3 4 5-3

-2.5

-2

-1.5

-1

-0.5

0

T = 0.1TF
ω= 2.0εF

ζ= 1.0⎯
ζ= 0.5⎯
ζ= 0 ....

FIG. 1. (Color online) Upper: The real part of the dynamical
response function Reχ↑

0 (q,ω,T ) [in units of ν(εF)] as a function
of q/kF for ω = 2εF, T = 0.1TF, and three values of 0 � ζ � 1.
Bottom: Same as in the upper panel but for the imaginary part.
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FIG. 2. (Color online) Upper: δfint in units of εF as a function
of the spin polarization parameter, ζ , for αgr = 1 and T = 0.1TF.
Bottom: Numerical calculated δχ−1

s (T ) = χ−1
s (T ) − χ−1

s (T = 0) in
units of εF/nμ2

B as a function of temperature for αgr = 1 in
comparison with the low-temperature approximated expression given
by Eq. (19). These numerical results confirm the validity of our
analytic result for δfint. In the inset, the inverse spin susceptibility
scaled by the noninteracting one as a function of electron density in
units of 1012 cm−2 at zero temperature for different αgr values.

Figure 2 (upper) shows the interaction contributions of the
free energy as a function of spin polarization for T = 0.1TF.
Our numerical results show that the contribution of electron-
electron interactions in the free energy decrease by increasing
the spin polarization. It changes slightly at low ζ values and
sharply decreases near the ferromagnetic case. The reason
is that the exchange and correlation energies mostly change
around the fully ferromagnetic point. Moreover, the slope of
exchange and correlation energies with respect to ζ around
ζ = 1 have opposite signs28 and the interaction contribution
tends to the correlation sign at a certain value of ζ . Figure 2
(bottom) shows the numerical calculated χ−1

s (T ) − χ−1
s (T =

0) as a function of temperature in comparison with that result
obtained at low temperature and leading order of �. We can
easily see that those results are very close at low temperature
and confirm that the spin susceptibility behaves like T −2 in
this region. In addition, this comparison allows us to use
the approximated analytical expression given by Eq. (19)
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FIG. 3. (Color online) Upper: The spin susceptibility (in units of
the noninteracting spin susceptibility χ0) as a function of coupling
constant for two values of ultraviolet cutoff, � = 10 and 100. The spin
susceptibility decreases with increasing � or the coupling constant.
Bottom: The same as the upper panel for three values of temperature
for � = 100.

for the temperature correction of the spin susceptibility till
T � 0.3TF. Furthermore, we can see that the spin susceptibility
sharply decreases with increasing temperature. On the other
hand, temperature dependence of the spin susceptibility is in
contrast to that result obtained for the diamagnetic undoped
graphene sheet. To seek comprehensive study, we have
numerically calculated χ0/χs as a function of electron density
in units of 1012 cm−2 at zero temperature, T = 0. Our results
are shown in the inset of Fig. 2 (bottom) and show that
the spin susceptibility increases by increasing the electron
density.6

Finally, we show the spin susceptibility scaled by its
noninteracting value as a function of the coupling constant
for (upper panel) two values of the ultraviolet cutoff and
(bottom panel) different values of temperatures in Fig. 3.
These results are obtained numerically by taking the full terms
of Eq. (14). We can clearly see that the spin susceptibility
increases by increasing the electron density (or decreasing the
� values) while it decreases by increasing the interactions at
certain temperature values. The reason is that the exchange
contribution term makes a positive contribution to Eq. (18),
thus tending to reduce the spin susceptibility (with respect to
its noninteracting value), again in contrast to what happens
in the standard 2D EG where exchange enhances the spin
susceptibility. The correlation term instead makes a negative
contribution to Eq. (18), thus tending to enhance the spin
susceptibility. In the 2D EG, correlations tend to reduce the
spin susceptibility.

IV. CONCLUSIONS

We have presented semianalytical expressions for the real
and the imaginary parts of the resolved spin dependence of
the density-density linear-response function of noninteracting
massless Dirac fermions at finite temperature. These results
are very useful in order to study finite-temperature screening
within the RPA. For example, they can be used to calculate
the spin dependence of the conductivity at finite temperature
within Boltzmann transport theory.

The Lindhard function at finite temperature is also ex-
tremely useful to calculate finite-temperature equilibrium
properties of interacting massless Dirac fermions, such as
the specific heat and the compressibility. For example, in this
work we have been able to show that, at low temperatures,
the paramagnetic spin susceptibility of interacting massless
Dirac fermions behaves like T −2 at low temperature. Even
though the charge and spin susceptibilities behave similarly at
zero temperature, their temperature dependencies are totally
different. We have obtained an analytical expression for the
spin susceptibility in the leading order of cutoff and have
shown that one can use that in the low-temperature range for
experimental access.

We remark that in a very small density region, the system
is highly correlated and a model going beyond the RPA is
necessary to account for increasing correlation effects at low
density.
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24D. Pines and P. Noziéres, The Theory of Quantum Liquids (Addison-
Wesley, Menlo Park, 1966).

25G. F. Giuliani and G. Vignale, Quantum Theory of the Electron
Liquid (Cambridge University Press, Cambridge, UK, 2005).

26Note that ξ (αgr) can be written in terms ofg(x) in which the former
function is given by Eq. (12) in Ref. 18 where x = παgr/2. More
precisely, αgr[1 − αgrξ (αgr)]/(8gv) = [4x2g(x)/π 2 − 1/(πx)].

27The second derivative is calculated using the full temperature-
dependent free energy of the noninteracting system, f0(T ), and
not its analytical expression reported above that is valid only for
T  TF.

28A. Qaiumzadeh and R. Asgari, Phys. Rev. B 80, 035429 (2009).

045410-6

http://dx.doi.org/10.1126/science.1191700
http://dx.doi.org/10.1126/science.1191700
http://dx.doi.org/10.1126/science.1186489
http://dx.doi.org/10.1103/PhysRevLett.77.3589
http://dx.doi.org/10.1103/PhysRevLett.77.3589
http://dx.doi.org/10.1103/PhysRevB.59.R2474
http://dx.doi.org/10.1103/PhysRevLett.98.236601
http://dx.doi.org/10.1016/j.ssc.2007.04.035
http://dx.doi.org/10.1103/PhysRevB.77.081411
http://dx.doi.org/10.1103/PhysRevB.79.075414
http://dx.doi.org/10.1088/1367-2630/11/9/095023
http://dx.doi.org/10.1088/1367-2630/11/9/095023
http://dx.doi.org/10.1016/j.ssc.2008.05.036
http://dx.doi.org/10.1016/j.ssc.2008.05.036
http://dx.doi.org/10.1103/PhysRevB.75.205418
http://dx.doi.org/10.1103/PhysRevB.75.205418
http://dx.doi.org/10.1103/PhysRevB.75.121406
http://dx.doi.org/10.1103/PhysRevB.75.121406
http://dx.doi.org/10.1103/PhysRevB.77.125432
http://dx.doi.org/10.1103/PhysRevB.78.115426
http://dx.doi.org/10.1103/PhysRevB.78.115426
http://dx.doi.org/10.1103/PhysRevLett.101.166803
http://dx.doi.org/10.1126/science.1065389
http://dx.doi.org/10.1103/PhysRevB.55.9452
http://dx.doi.org/10.1103/PhysRevB.55.9452
http://dx.doi.org/10.1103/PhysRevB.69.125334
http://dx.doi.org/10.1103/PhysRevB.69.125334
http://dx.doi.org/10.1103/PhysRevB.70.035111
http://dx.doi.org/10.1103/PhysRevB.70.035111
http://dx.doi.org/10.1103/PhysRevB.71.201302
http://dx.doi.org/10.1103/PhysRevB.71.201302
http://dx.doi.org/10.1103/PhysRevLett.100.016602
http://dx.doi.org/10.1103/PhysRevLett.100.016602
http://dx.doi.org/10.1038/nnano.2008.58
http://dx.doi.org/10.1038/nnano.2008.58
http://dx.doi.org/10.1103/PhysRevLett.101.096802
http://dx.doi.org/10.1103/PhysRevLett.101.096802
http://dx.doi.org/10.1038/nnano.2008.199
http://dx.doi.org/10.1038/nnano.2008.199
http://dx.doi.org/10.1103/PhysRevLett.98.216401
http://dx.doi.org/10.1103/PhysRevLett.99.226803
http://dx.doi.org/10.1103/PhysRevLett.99.226803
http://dx.doi.org/10.1088/1751-8113/42/21/214015
http://dx.doi.org/10.1103/PhysRevB.67.205407
http://dx.doi.org/10.1103/PhysRevB.67.205407
http://dx.doi.org/10.1103/PhysRevLett.91.046403
http://dx.doi.org/10.1103/PhysRevB.74.165108
http://dx.doi.org/10.1103/PhysRevB.74.205122
http://dx.doi.org/10.1103/PhysRev.109.272
http://dx.doi.org/10.1143/JPSJ.67.2857
http://dx.doi.org/10.1143/JPSJ.67.2857
http://dx.doi.org/10.1103/PhysRevB.80.035429

