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Non-Gaussian resistance noise in the ferromagnetic insulating state of a hole-doped manganite
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We report the observation of a large 1/f noise in the ferromagnetic insulating state (FMI) of a hole doped
manganite single crystal of La0.80Ca0.20MnO3, which manifests hopping conductivity in the presence of a Coulomb
gap. The temperature-dependent noise magnitude decreases in the FMI state indicating a sharp freeze-out of the
noise magnitude with temperature on cooling. As the material is cooled down below the ferromagnetic transition
TC , the noise becomes non-Gaussian, as seen through the probability density function and second spectra. On
further cooling in the FMI state, the noise becomes more non-Gaussian. The non-Gaussian noise is proposed
to arise from charge fluctuations in a correlated glassy phase of the polaronic carriers which develop in these
systems, as reported in recent simulation studies.
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I. INTRODUCTION

Electronic transport through localized states in disordered
and correlated electronic systems has been a topic of con-
siderable interest.1–3 A fascinating state appears at a low
hole doping level, where the ground state of the system has
become ferromagnetic but not yet metallic. The unexpected
coexistence of ferromagnetism and insulating behavior seems
to contradict the conventional double exchange4 model. The
origin of this coexistence is not clear but might stem from
a delicate balance of charge localization by orbital ordering
(OO),5 due to the Jahn Teller effect, and ferromagnetic
interactions between Mn3+ and Mn4+ ions.6 Some theoretical7

and experimental8 results suggest that the OO is an im-
portant factor for controlling the electron-hole mobility. In
such systems, long-range Coulomb interaction can lead to
opening up of a soft gap in the density of states (referred
to as the Coulomb gap, �CG) and hopping conduction in
the presence of such a gap.9 Another consequence is the
emergence of “glassy” slow relaxations of charge carriers
arising from a large number of low-lying states separated
by barriers.10 Such a glassy phase can lead to enhanced
low-frequency (f ) non-Gaussian resistance noise (typically
with a power spectrum varying as 1/f )11,12 arising from charge
fluctuations.13,14 These issues in a Coulomb glass have been
reviewed recently.2 The experimental investigations on these
questions are few and were carried out only in the doped
semiconductors with electron density close to the critical
concentration (nC) for the metal-insulator (MI) transition15,16

or in two-dimensional electron glass in MOSFET’s.17 Here,
we focus on the issue of non-Gaussian low-frequency noise
in the Coulomb glass phase of a very different material,
namely, the low hole doped rare-earth manganites which can
have a ferromagnetic insulating (FMI) state below a certain
temperature (T ). In these systems, the Coulomb glass phase
occurs for the localized polaronic carriers (in sharp contrast
to doped semiconductors) which arise due to strong electron-
phonon coupling from Jahn-Teller distortion around the Mn3+
ions.

The FMI state of hole doped manganites (La1−xCaxMnO3)
arises when hole concentration x in LaMnO3 exceeds the
critical concentration for ferromagnetism x ≈ 0.125 yet it is
smaller than the concentration needed for the formation of the
metallic ground state x � xC = 0.225. This region of the man-
ganite phase diagram is a topic of current investigations18 and
is marked by the presence of a mixed phase of different orbital
orders/disorders that can have different conductivities.5,8,19 In
this range of hole doping in manganites at low temperatures,
there is a majority insulating ferromagnetic phase that coexists
with a conducting phase. The extent of the phase separation of
the two phases, the nature of orbital order, will determine the
exact physical property, among other things, which can lead
to a spin-cluster glass-type behavior arising from competing
spin interactions in the presence of disorder. The existence
of the glassy behavior with a long-time tail has been seen
in time-dependent resistance relaxation20,21 and also in NMR
relaxation studies at low temperatures deep into the FMI state.6

In this paper we address the issue of Coulomb interaction
and investigate experimentally whether there is a signature of
entry into a Coulomb glass phase which can occur along with
the spin-cluster glass phase. Existence of a Coulomb glass be-
havior in the FMI state has been inferred from certain transport
experiments22,23 and also predicted theoretically recently.24

We observe large low-frequency resistance fluctuations (noise)
with nontrivial temperature dependence in the FMI state. As
the material is cooled down below the ferromagnetic transition
temperature TC , the noise becomes non-Gaussian. On further
cooling, the noise becomes strongly non-Gaussian. At low
temperatures, well below the transition to the insulating state,
the noise shows a sharp fall on cooling. We propose below that
the large noise as well as its temperature dependence arise from
charge fluctuations due to the special nature of carriers in it.

II. EXPERIMENTAL DETAILS

We have investigated the low-frequency resistance noise
(50 mHz < f < 10 Hz) in a single crystal of the manganite,
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La0.80Ca0.20MnO3 (LCMO20). The noise experiments on
single crystals allow us to avoid extraneous influences coming
from structural defects25 which may mask the noise arising
from some of the intrinsic effects like the one being investi-
gated here.

The crystals used in this work were grown by the floating-
zone technique.26 We note that the exact composition of the
crystal was checked by a number of procedures, including a
quantitative chemical method like inductively coupled plasma
(ICP): atomic emission spectroscopy. The sample chemical
inhomogeneity was tested by a microprobe, and the sample
used in the experiment was cut from a portion which shows
a homogeneous chemical composition over the length and
cross section. In addition, we did titration to check the oxygen
stoichiometry.

The resistivity (ρ) versus T was measured by four probes
(with evaporated contact pads) using the ac biasing technique
with phase-sensitive detection procedure. Typical current (I )
bias was �1 μA. At low T , the measured resistance is a strong
function of I when the bias crosses a threshold. As a result, a
low-current bias is used.

The noise measurements were carried out with a five-
probe27 ac detection scheme with low ac current, I = 1 μA.
The same contact pads were used for both the resistivity
and noise measurements. We use an ac Wheatstone bridge
configuration to measure resistance fluctuations, as depicted
schematically in Fig. 1(a). Two parts of the sample (with five
probes) show that resistances (r1 and r2) with respect to the
ground lead (center port) and serve as two lower arms of
the bridge circuit. The resistance of the balancing arms (R1

and R2) of the bridge are kept much greater than r1 and r2

to keep the biasing I constant. The five-probe ac technique
has distinct advantages compared to dc biasing techniques.28

First, the background noise can be measured simultaneously
along with the sample noise which allows the background
subtraction more reliable one. Also the noise can be measured
with much less measuring power, allowing the measurements
to stay close to the equilibrium noise. The background noise
was measured at each T simultaneously and was found to be
“white.” The measured noise power for the background noise
was found to be very close to the Nyquist value 4kBT R. This
ensures that the there is no spurious noise in the measurement
system. This also removes the possibility of a changing noise
contribution due to a current shunting effect, if any. We have
also changed the contact size and relative spacing to ensure
that such effects like contacts or current shunting do not affect
the measurements.

The details of the method and its practical realization
have been discussed previously.28,29 The output from the
amplifier [see Fig. 1(a)] was digitized as a time series. A
typical example is shown in the inset of Figs. 1(b) and 1(c).
The technique uses a sample bias with carrier frequency fC

(we used typically fC = 228 Hz) which is chosen to be the
frequency region where detection of electronics noise is low.
This minimizes considerably the 1/f noise of the detection
electronics, which is a problem for dc noise measurements.
The voltage fluctuation arises as a side band of fC after
demodulation of the fC by the lock-in amplifier (LIA). The
demodulated signal is fed to the differential input of the
analog-to-digital converter (ADC) card. The demodulated

FIG. 1. (Color online) (a) Five-probe noise measurements setup
with ac detection scheme. (b) Representative time series data collected
simultaneously from the sample (1-� carbon resistor) and the
background at T = 300 K. (c) Noise spectral power SV (f ) along with
“white” background noise calculated from the same time series.

signal makes the time series and constitutes the voltage
fluctuations �V(t). These voltage fluctuations arise from
the resistance fluctuation of the current biased sample. The
time series was digitized with a 32-bit 200-Ks/s ADC card.
A complete set of voltage time series [�V(t)] consists of
5 × 106 data points or even more at each T (stabilized to
within ±1 mK). �V(t) was processed through a number of
digital signal processing (DSP) techniques that include an
antialiasing filter, decimation, and digital low-pass filtering.29

The power spectral density of voltage fluctuations SV (f )
was obtained numerically by using fast Fourier-transformation
(FFT) techniques from the stored and digitally processed time
series.29 The apparatus was calibrated down to a spectral power
SV (f ) = 10−20 V 2/Hz by measuring the Nyquist noise 4kBT R

for a calibrated standard resistor at each T . The noise data for
the sample are taken down to 40 � T � 300 K. Below 40 K
the resistivity of the material becomes very large for a reliable
noise measurement. No heating effects are seen during noise
or resistivity measurements.

The investigation of the non-Gaussian component (NGC)
was done by two methods that give complimentary
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information. One method is to plot the probability density
function (PDF) from the time series and compare it with
a Gaussian probability function by looking for deviation.
The PDF [P (|�V|)] is obtained as a fluctuation histogram
calculated from the time series �V(t). Our measurement
procedure is sensitive enough for determination of the PDF
when the relative variance of fluctuation is less than even a
part in 104. Data are plotted as lnP(|�V|) versus (|�V|)2. If
there is a measurable NGC in the spectrum it shows up as a
deviation from the straight line in the plot.

The development of NGC can also be seen from the
normalized second spectrum, which can be estimated from
the relation S

(2)
N (f ) = S(2)(f )/[

∫ fH

fL
SV (f )/V 2]2. S(2)(f ) =

∫ ∞
0 〈�v2(t)�v2(t + τ )〉cos(2πf τ ) has been calculated within

a chosen f band (fL = 1 Hz, fH = 3 Hz). For a Gaussian fluc-
tuation S

(2)
N (f ) is unity and its deviation from unity is a measure

of NGC.30 It is preferable and also advisable to evaluate NGC
from the two independent methods mentioned above to avoid
any erroneous conclusion from wrong numerical estimation.

III. RESULTS

In Fig. 2 we plot the T dependence of the resistivity ρ(T ) for
LCMO20. There is a paramagnetic-ferromagnetic transition
that occurs at T = TC � 185 K with a shallow peak in
ρ(T ). (The onset of ferromagnetism has been also established
independently through separate magnetic measurements.) The
sample shows an activated transport above TC . Below TC ,
the temperature dependence is shallow over a limited range
followed by an upturn at T � 120 K. The region below TC

is a region with coexisting phases and is sensitive to the
details of sample fabrication.31 We mark the temperature
where the resistivity starts to rise again as the TFMI.6,19,32

The temperature TFMI doesn’t correspond to a thermodynamic
phase transition but the metal-to insulator transition. There
exists a mixed phase region with a ferromagnetic metallic
(FMM) phase for TFMI < T < TC .19,20 On cooling down the
conduction becomes more dominated by the insulating phase.

FIG. 2. (Color online) Variation of ρ (left ordinate) and scaled
noise amplitude β (right ordinate) as a function of T for LCMO20.
The TC and TFMI are marked. Inset shows the ln ρ vs T −1/2 plot for
T � TFMI.

FIG. 3. (Color online) Normalized spectral power SV (f )/V 2

shown at a few representative temperatures as a function of f . Inset
shows the variation of α with T .

The exact value of TFMI may depend somewhat on the details
of the crystal and the exact condition in which it is grown.

In our samples, at the low T (below the upturn), ρ(T ) is
that of an insulator that follows the Efros-Shklovskii variable
range hopping (ESVRH) relation ρ = ρ0exp(T0/T )1/2 (see
the inset of Fig. 2). T0 is related to the localization length ξ =
2.8e2/(4πε0ε1kBT0), where ε1 is the dielectric constant. The
T dependence of ρ(T ) points toward the existence of a soft
gap in the density of states characterized by the Coulomb gap
�CG.1 From fitted data we obtain ρ0 = 7.96 × 10−6 � cm and
T0 = 2.68 ×104 K. Using T0, we obtain a localization length
ξ ≈ 2 Å which is of the order of half the unit cell, indicating
strong localization of the polaronic carriers.

In Fig. 2 we also plot the relative variance of the
resistance noise, β = �

〈(�R)2〉
R2 , as a function of T . The

normalized variance 〈(�R)2〉/R2 ≡ (1/V 2)
∫ fmax

fmin
SV (f )df (�

is the experimental volume of the sample). It is noted that the
magnitude of β for LCMO20 is much larger (typically by three
to four orders) than that observed in single crystals of optimally
doped LCMO33 with the FMM state. This difference reflects
the basic difference in the ground state of the two systems.

The normalized spectral power SV (f )/V 2 is shown at a
few representative T as a function of f in Fig. 3. The spectral
power has a 1/f α dependence with α very close to 1, although
a small but interesting variation in the exponent α can be seen
close to TFMI as shown in the inset of Fig. 3. For T > TC , α �
1 and α < 1 in the FMI state. This is unlike the observation
in doped semiconductors close to the MI boundary16 where
α � 1.

The T dependence of the spectral power, presented as
f.SV (f )/V 2, at some representative f from 0.05 to 10 Hz
is shown in Fig. 4. Since SV (f ) ∼ 1/f , f.SV (f )/V 2 collapses
into almost a single graph for all f over most of the temperature
region. Data presented here are limited for T � TC , which
is the primary focus of this paper. Below TC , SV (f ) shows
a gradual rise until a shallow peak at T = TP (<TFMI).
TP varies approximately from 75 to 90 K depending on
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FIG. 4. (Color online) f.SV (f )/V 2 as a function of T for a few
representative f from 0.06 to 10 Hz. (a) Variation of SV (f )/V 2 with T

for f = 0.06 Hz showing a shallow peak at T = TP (<TFMI) (see text).
(b) Arrhenius plot along with the best fit curve of Ea � 160 meV.

the measuring f . TP shifts to a higher value with higher
f following an Arrhenius relation: f = f0exp(−Ea/kBTP )
where f0 ∼ 109 s−1. The inset in Fig. 4 shows the Arrhenius
plot which gives the best fit value of Ea � 160 meV.

In Fig. 4, below TP , the noise power goes down very sharply,
with T following a power-law dependence f.SV (f )/V 2 ∝
T −γ , where γ is f independent and is ≈8–9. The fit to the
power law is shown as a solid line. The strong T dependence
of the spectral power in the regime of activated hopping
has not been seen before in manganites. Interestingly, such
a sharp drop in SV (f ) at low T has been seen in some of
the doped semiconductors in the hopping regime. In bulk
three-dimensional systems, there are only two detailed studies
on T dependence of noise spectral power in the hopping
regime.15,16 Very close to the critical concentration of the MI
transition where the carrier concentration n/nc � 0.95, the
magnitude of the noise diverges as T is reduced.16 However,
somewhat away from the critical region, (n/nc ≈ 0.8), the
observed behavior is opposite and the spectral power falls as
T decreases. The fall of the spectral power below TFMI thus
has similarity with that found in doped semiconductors with
carrier concentrations <0.85.15

Equilibrium and nonequilibrium 1/f noise in LCMO
(x = 0.18) using dc biasing has been reported before.33 The
experiment was done down to 77 K and a nonequilibrium noise
was observed at high biasing current. (The smallest I was 100
μA, which is two orders more than the current bias used by
us). For 77 � T � 300 K, the paper reported SV /V 2 is mainly
T independent. While there is a broad qualitative similarity
with our data, we find that SV /V 2 has a shallow temperature
dependence which shows distinct features at TC and it starts to
change significantly at lower T . In our experiments we could
observe the freezing of the fluctuations at lower T .

In manganites, the electronic states at low T are expected
to be correlated with the development of glassy property. This
glassy phase can be due to spin interactions3,6 according to
recent simulation studies24 with Coulombic origin. Existence
of such a correlated state (irrespective of its origin) will lead
to NGC in the resistance noise in such systems.13,15 We have

FIG. 5. (Color online) PDF [P (|�V|)] as a function of (|�V|)2

at a few representative T . Inset shows the time series of the data at
40 K for the sample as well as for the background for comparison.
The background, as can be seen, has much less power.

investigated the development of such NGC in the fluctuation
using two tests, namely, the direct method of the PDF and
also the more sensitive second spectrum method. Figure 5
shows the PDF, plotted as lnP (|�V|) versus (|�V|)2, for
some representative T . An example of the observed time
series is shown in the inset of Fig. 5 at 40 K. In this plot,
a straight line will signify a Gaussian PDF. We do not find
appreciable deviation (within our detectability) of the PDF
from the Gaussian behavior until the temperature is below
100 K. The deviation shows up as a long tail for larger values
of |�V|. The maximum deviation occurs around 70 K, which
is the temperature region where the spectral power is also the
largest. At lower temperature the spectral power is reduced but
the strong deviation from the Gaussian behavior (marked by a
line) stays, indicating that the noise has an appreciable NGC
in this temperature region where one is in the Coulomb glass
phase.

In Fig. 6 we plot S
(2)
N (f ) at a few representative T . The

second spectrum has been evaluated at low f , which is
more sensitive to the long-time glassy relaxation, and often
correlated fluctuations develop at low f . The second spectra
was found to follow the relation S

(2)
N (f ) ∝ f −p. The second

spectra is flat for ideal Gaussian fluctuations p ≈ 0. The value
of p starts to rise in the temperature range T ≈ TC , and this
may be a signature of the mixed phase due to the presence
of an insulating state. The correlation (limited spatial extent)
starts building up and starts to contribute to the second spectra.
However, for T < 100 K, the exponent p starts to rise and
reaches its highest value at TP , where the noise reaches its
peak. It then starts to fall down at lower temperatures as the
charge fluctuation itself freezes out. We also find a drop in the
value of the first spectrum SV (f ) itself.

We compare the results obtained from the two methods
mentioned above. In the direct PDF method we could not
detect any deviation from the Gaussian distribution function
until the sample is cooled below 100 K, and it persists until
T = 40 K although the deviation reaches its maximum around
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FIG. 6. (Color online) Normalized second spectra for different T .
The calculated Gaussian background is plotted as well.

TP . Above 100 K, within our detection limit we could not find
any deviation from the Gaussian distribution function, while
the second spectrum varies as f −p with the nonzero exponent
and is ≈5 for T close to TC and below. The exponent starts to
rise again below 100 K (see the inset of Fig. 6) and reaches a
maximum value at T ≈ TP and falls again as the fluctuation
freezes out. From the above two analyses we can infer that the
NGC remains at its maximum value (due to the finite value
of the �CG) until the fluctuation kinetically freezes out below
100 K.

The observed NGC at low f can be expected if there is a
buildup of correlated charge fluctuation with long relaxation
times. This can be taken as a signature of entry into a correlated
glassy phase.34 Our experiment shows that in the FMI state
(where the resistivity follows ESVRH) the fluctuation can be
large until it freezes at a lower temperature (<TP ) and the
fluctuation has a good non-Gaussian contribution, particularly
at low f . The measuring frequency dependence of TP suggests
a kinetic freezing of the charge fluctuations.

IV. DISCUSSIONS

An important issue which is relevant to the appearance
of the electronic glassy phase is the existence of a Coulomb
gap (�CG) in the charge excitation spectra. Since the glassy
phase can set in only at T < �CG/kB , it is important that an
independent estimate is obtained. For electron glass, this can
be obtained from the linear term in specific heat. Specific-heat
measurements in these materials at low T show a linear term
indicating a finite density of states [N (EF )] at the Fermi
level although the states are localized.22,23 Using N (EF ) from
the experimentally observed linear term, we obtained �CG ≈
150 meV, using the relation1 �CG = e3N (EF )1/2/(4πε0ε1)3/2.
We obtained electronic glassy behavior for the temperatures
much smaller than �CG/kB , and the proposal for an electronic
glassy behavior is justified. Again, �CG is much larger than
that seen in typical semiconductors, which is much smaller
than 10 meV2. The large �CG is a direct consequence of
large charge-carrier density in these materials, which is much
larger than the critical concentration for the MI transition in
doped semiconductors. It is also interesting that the activation
energy Ea for the freezing of the charge fluctuation observed

from the noise data is also very close to �CG, the energy
scale that controls activation of charges in the transport
process.

We discuss qualitatively the reason for large noise in the
FMI state using a recent model,18,24 which states that there
are two types of carriers in manganites, namely, the localized
polaronic carriers (referred as l) and band-type delocalized
carriers (referred as b). The simulations based on this model24

show that the presence of large Coulomb interaction (long
range) and disorder (arising from dopant atoms) in doped
manganites like LCMO20 can lead to a phase separation in
which the conducting l carrier majority phase is dispersed
with islands of nanoscopic puddles of the b phase. The
hopping conduction occurs in the majority phase (l phase)
that percolates through the sample and develops the classical
Coulomb glass regime at low T . For LCMO33, the b states
are occupied and make the majority phase and contribution of
l-type carriers to transport negligible. We propose that while
the hopping conduction occurs in the l phase, b phases will
be thermally occupied and will lead to exchange of carriers
between the percolating l matrix and b islands, leading to
large charge fluctuations. If the size of such a polaronic
cluster that makes the main backbone of conduction is Nl

and the variance in fluctuations is 〈(δNl)2〉, then SV (f )/V 2 =
〈(δNl)2〉/N2

l . Since both the quantities in the numerator and
denominator have independent T dependencies, the resulting
T dependence of SV (f )/V 2 will be decided by the relative
strengths. Generally, Nl is expected to grow with T with a
power law34 and to reach a saturation at higher T . 〈(δNl)2〉
is expected to reflect the charge exchange between the b

and l regions as well as that between infinite clusters (that
is the backbone of conduction) and small clusters within
the polaronic glass phase. Below TFMI, as the nanoscopic
inhomogeneity develops and the b puddles separate out from
the l matrix, the b-l exchange freezes out. Also the probability
of polaronic hopping (that occurs in the Coulomb glass phase
of l carriers) becomes exponentially small at lower T . These
two lead to a rapid drop in 〈(δNl)2〉. In this temperature range,
though, Nl will also decrease, but the 〈(δNl)2〉 can have a much
stronger dependence, leading to a sharp drop of the spectral
power. The gradual rise of the noise on cooling below TC

reflects the growth of 〈(δNl)2〉 because the b puddles can be
occupied and can exchange charges with the l phase and also
Nl will decrease with T . The Arrhenius dependence of f and
TP also reflects this activated nature of the fluctuation.

The observed large NGC can develop due to two reasons.
First, the Coulomb glass phase of polaronic l carriers can lead
to non-Gaussian fluctuations.34 Second, the nanoscopic phase
separation can lead to non-Gaussianity due to the mechanism
of random distribution of the current.35 Both the sources for
non-Gaussianity can contribute in tandem due to the nature of
the phases present and the transport through them and their
relative contributions will also be T dependent.

It is interesting that the existence of a glassy phase at
low temperatures (spin-cluster glass type) has been sug-
gested from NMR relaxation6 as well as resistance relaxation
experiments.20 For NMR relaxation, the glassy phase begins
at T ≈ 70 K. From resistance relaxation, the glasslike freezing
begins to appear between 75 and 85 K, where spin-glass
transition was observed from susceptibility experiments at
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T ≈ 67 K. In our experiment the entry to a electron glasslike
freezing of the charge fluctuation occurs at TP , which varies
approximately from 75 to 90 K depending on the measuring f .
Thus there is a close resemblance to the freezing temperature
obtained from different experiments.

The origin of the glassy phase can be long-range Coulomb
interactions or interactions in an ensemble of disordered spin
or from a pure structural reason with two coexisting different
types of orbital orders. Irrespective of the origin, there is indeed
a signature of electronic glassy phase and charge fluctuation
freezing. It thus appears Coulomb interaction can play an
important role in such glassy freezing.

In conclusion, the investigation of noise spectroscopy
strongly suggests the existence of the slow correlated motion

of charge carriers in the FMI state. The results establish
that the FMI state (where the carriers are predominantly
polaronic) is a correlated glassy phase. It has been proposed
that the temperature-dependent relative contributions of the
two mechanisms like the nanoscopic phase separation and the
glassy response in the polaronic-type carriers in LCMO20 can
lead to large charge fluctuations leading to large noise with
substantial NGC.
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T. Sasagawa, Phys. Rev. Lett. 101, 177004 (2008).

12I. Raičević, D. Popović, C. Panagopoulos, and T. Sasagawa, Phys.
Rev. B 83, 195133 (2011).

13K. Shtengel and C. C. Yu, Phys. Rev. B 67, 165106 (2003).
14A. L. Burin, B. I. Shklovskii, V. I. Kozub, Y. M. Galperin, and

V. Vinokur, Phys. Rev. B 74, 075205 (2006).
15J. G. Massey and M. Lee, Phys. Rev. Lett. 79, 3986 (1997).
16S. Kar, A. K. Raychaudhuri, A. Ghosh, H. v. Löhneysen, and
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