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Magnetic anisotropy in CoNi nanowire arrays: Analytical calculations and experiments
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Ordered arrays of CoxNi1−x nanowires (0 < x < 1) were fabricated by a template-assisted method using
electrodeposition into anodic aluminum oxide membranes. Tuning of the Co-alloy composition by changing
the Ni content enables control of the effective anisotropy axis, which is determined by the balance between the
hcp and fcc magnetocrystalline and shape anisotropies. We report on the nanowires’ structural and magnetic
properties (e.g., hysteresis curves and their parameters as well as first-order reversal curve analysis), paying
particular attention to their angular dependence. It is confirmed that the crystal phase of nanowires with length
2.5 μm and diameter 35 nm shifts from hcp to fcc as the Ni content increases. That results in a significant
modification of the magnetization process and, accordingly, of the magnetic properties of the array. Analytical
calculations of the angular dependence of the coercivity allow us to confirm that the magnetization reversal is
mostly ascribed to the propagation of a transverse domain wall. Fitting of the experiment to these calculations
indicates the presence of a transverse crystalline anisotropy (ascribed to the hcp phase) in Co wires, while this
changes to an axial anisotropy (fcc phase) as the Ni content increases.
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I. INTRODUCTION

During recent years, a great effort toward further devel-
opment of highly ordered arrays of nanostructures has been
carried out due to their technological applications in a wide
range of areas such as semiconductors, optics, and biomedical
and data storage devices.1–4 Different lithographic techniques
can be used to grow magnetic nanowires (NWs); nevertheless
they are usually very expensive and time consuming. Alterna-
tively, researchers have turned their efforts to straightforward
chemical template-based methods combined with high-yield
electrochemical deposition techniques. A widespread example
is anodic aluminum oxide (AAO) membranes, which stand as
a quite versatile and nearly inexpensive bottom-up technique
to fabricate, at nanoscale, arrays with reproducible properties.
The main advantage of AAO membranes resides in the ability
to customize geometrical features, such as nanopore diameter,
length, and periodicity, by simply changing the anodization
conditions. Hence, several studies concerning single-element
magnetic NW arrays of Ni, Co, Fe, and their alloys can be
found in the literature.5–8 Their magnetic behavior encloses
both the magnetic character of individual NWs as well as
the strength of the interwire magnetostatic interactions. The
latter is a function of the geometric characteristics of the
template, mainly its periodicity. For many purposes, e.g.,
perpendicular magnetic recording, a well-defined out-of-plane
effective magnetic anisotropy is desired, which denotes the
existence of a magnetization easy axis parallel to the NW
direction. However, while the strong shape anisotropy of the
NWs favors such magnetic alignment, interwire magnetostatic
interactions result in a reduction of the effective longitudinal
anisotropy. This effect translates into a decrease of the coercive
field and remanence of the array.9,10 The magnetization
reversal mode of NW arrays with diameter in the range of tens

of nanometers has been investigated in previous work.11–16

Three main idealized modes of the magnetization reversal
process have been identified: coherent rotation (C) with all
the spins rotating simultaneously; the transverse wall (T)
in which spins reverse progressively via propagation of a
transverse domain wall; and the vortex wall (V) in which spins
reverse progressively via propagation of a vortex (curling)
domain wall. The applicability of any mode depends on
the geometrical characteristics. Since coercivity is directly
related to the reversal mechanism, one alternative is to induce
different reversal modes by modifying external parameters,
such as the direction of the applied field. On the other hand,
analyses of the magnetization process by measuring first-order
reversal curves17 (FORCs) have been proved to be powerful in
gaining further insight into the relevance of the contributions of
reversible and irreversible mechanisms. Electrodeposited Co
NWs usually show a preferential hexagonal close-packed (hcp)
crystallographic structure, with the c axis nearly perpendicular
to the NW axis.18 The presence of such a hcp phase gives rise
to a significant magnetocrystalline anisotropy contribution that
competes with the intrinsic shape anisotropy, which results in
a decrease of the effective uniaxial anisotropy of the system.19

The properties of electroplated Co can be tailored by changing
the electroplating time (and consequently the length20 of the
NWs ), pH,21 plating current,22 or temperature,23 thus enabling
the formation of a fcc phase and reinforcing the uniaxial
anisotropy.24 On the other hand, the magnetic properties of
Co NWs can also be tuned by modifying the composition.
For example, the addition of Ni allows one to partly retain
the large saturation magnetization and high coercivity of Co,
while enhancing the uniaxial anisotropy. Therefore, appropri-
ate addition of Ni can be a simple and controllable route to tune
the magnetic properties of Co NWs. In this work we establish
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a correlation between structural properties of CoNi NWs
with their magnetic anisotropy and the magnetization reversal
mode. From the angular dependence of the coercivity, and
considering the corresponding magnetocrystalline anisotropy
term, we have inferred that the actual magnetization reversal
mode occurs by propagation of a transverse wall. In addition,
the FORC analysis indicates the presence of intense dipolar
magnetic fields for Co NWs when compared to the CoNi
ones. We attribute this effect again to the increase of the axial
anisotropy on the addition of Ni.

A. Background on reversal processes in NWs

The study of reversal modes in elongated NWs is a classical
micromagnetism problem.25,26 For cylinders with diameters in
the range of tens to hundreds of nanometers, coherent and
curling reversal modes are considered. Nevertheless, when
the wires are long enough, other modes can be energetically
more favorable. Recent analytical calculations by some of the
present authors27 have led to determination of the angular
dependence of the reversal modes, which led us to obtain the
coercive field (Hk

c ) for each of the reversal mechanisms k = C,
T, and V.

The classical angular dependence of the nucleation for
coherent magnetization reversal was calculated by Stoner and
Wohlfarth28 and is given by

HC
n (θ ) = −2[Ksh(Lnw) + Kmc]

√
1 − t2 + t4

μ0M
2
0 (1 + t2)

M0, (1)

where t = tan(θ )1/3 with θ being the angle between the long
axis of the wire and the applied field; M0 is the saturation
magnetization and Lnw is the length of the wire. In addition,
Ksh(Lnw) = 1

4μ0M
2
0 [1 − 3Nz(Lnw)] is the shape anisotropy

constant and Kmc denotes the magnetocrystalline anisotropy
constant. The demagnetizing factor of a wire along the z axis,
Nz(Lnw), has been previously obtained.29

Recently, Landeros et al.30 calculated the total energy for
the transverse reversal mode, considering the sum of exchange
and dipolar contributions. Then they minimized the energy
with regard to the domain wall width (ωT ). The nucleation or
coercive field was calculated by Escrig et al.,12,27 assuming
that for magnetization reversal by means of the nucleation
and propagation of a transverse wall the field is equal to
the nucleation field of an equivalent system with an effective
volume that reverses its magnetization by coherent rotation.
Then, the Stoner-Wohlfarth model can be adapted27,31 to
describe the angular dependence of the transverse reversal
mode by replacing the length of the whole structure by the
reduced length of the involved domain wall with width ωT :

HT
n (θ ) = −2[Ksh(ωT ) + Kmc]

√
1 − t2 + t4

μ0M
2
0 (1 + t2)

M0, (2)

where Ksh(ωT ) = 1
4μ0M

2
0 [1 − 3Nz(ωT )] is the shape

anisotropy constant. It is important to mention that the
expressions for HT

n (θ ) and HC
n (θ ) differ only in the length. In

coherent reversal, Lnw represents the total length of the wire,
and thus the coercivity varies with the length. However, in the
transverse mode, and because the field is nearly independent
of the length of the wire, as shown by Landeros et al.,30 the

coercivity is also independent of the length. Then, for long
enough wires (Lnw > ωT ), the transverse mode will always
exhibit a lower coercivity, irrespective of θ . As shown in
the Stoner-Wohlfarth model, the coercivity for coherent and
transverse reversal modes can be written as a function of the
nucleation field as

HC(T )
c (θ )=

{∣∣HC(T )
n (θ )

∣∣, 0 � θ � π/4,

2
∣∣HC(T )

n (π/4)
∣∣ − |HC(T )

n (θ )|, π/4� θ �π/2.

(3)

Thus, in very short wires (Lnw ≈ ωT ) the high energy cost
involved in the creation of a domain wall is responsible for the
coherent rotational magnetization reversal.

The angular dependence of the curling nucleation field in
a prolate spheroid was calculated first by Aharoni32 in 1997.
The effect of adding a magnetic anisotropy is essentially the
same as that of changing the shape anisotropy by changing
the aspect ratio. The effect is far from being negligible, and
the anisotropy must be taken into account. Thus we obtain the
following expressions for the nucleation field:

HV
n (θ ) cos(θ − γ ) = {Nx(Lnw) sin2(γ ) + Nz(Lnw) cos2(γ )

− c − d[3 cos2(γ ) − 1]}M0, (4)

HV
n (θ ) sin(θ − γ )

=
[

[(Nx(Lnw) − Nz(Lnw) + d]

(
sin(2γ )

2

)]
M0, (5)

where c = q2L2
ex

R2 , d = Kmc

μ0M
2
0
, Lex =

√
2A/μ0M

2
0 is the ex-

change length, R is the radius of the wire, and γ is the
angle at which the nucleation starts, measured from the wire
axis. For a cylindrical geometry, Shtrikman and Treves33

obtained q2 = 1.08π . To obtain the nucleation field HV
n (θ ),

we simultaneously solve numerically Eqs. (4) and (5) for each
applied field angle. As pointed out by Aharoni,32 a jump of
the magnetization for an isolated system occurs at or near the
vortex nucleation field. Therefore, the coercivity is quite close
to the absolute value of the nucleation field, and we assume
here, as in other studies,34 that in the V mode −HV

n is a good
approximation to the coercivity HV

c .

II. EXPERIMENTAL DETAILS

Highly ordered AAO membranes were prepared by a
two-step anodization process of a high-purity Al foil.35 After
electropolishing,36 the anodization was performed in a 0.3M
oxalic acid solution at 2 ◦C temperature under an applied
potential of 40 V. The first anodization step was performed for
24 h, while the second step lasted for l h. The AAO obtained is
then characterized by the presence of an array of self-ordered
nanopores with a diameter (D = 2R) of about 35 nm, arranged
in a dense hexagonal lattice with a periodicity of ∼105 nm.
The length of the nanopores (or that of the final wires, Lnw)
depends on the duration of the second anodization step, and is
set to Lnw = 2.5 μm. The AAO is then used as a template
for the growth of the metallic NWs by electrodeposition.
However, the presence of an insulating alumina barrier layer
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at the bottom of each nanopore prevents a direct deposition
of material. Therefore, a suitable chemical process is used
to reduce the thickness of the barrier layer, resulting in the
formation of dendrites, thus enabling the subsequent filling of
pores with metals by a pulsed-electrodeposition method.5

The dendrites were filled with Au,37 and then the cylindrical
main pores were filled with Co, Co80Ni20, Co50Ni50, or Ni
NWs. Details regarding the electroplating conditions for these
materials can be found elsewhere.8,18 Morphological and
structural characterizations of the samples were performed
using a Philips XL3O scanning electron microscopy (SEM)
and a X’Pert PRO x-ray diffractometer (XRD), respectively.
All magnetic measurements were performed in a KLA-Tencor
EV7 commercial vibrating-sample magnetometer. Measure-
ments were done at room temperature as a function of the
angle between the applied field and the NWs under a maximum
applied field of 17 kOe.

III. RESULTS AND DISCUSSION

Figure 1 shows a SEM cross-sectional image of the AAO
membrane and the embedded parallel nanowires. Their distinct
contrast enables one to distinguish between the Au present
at the very bottom (brighter) and the Co50Ni50 alloy on top
(darker). Fluctuations in the length of the Au layer in the
NWs are visible and they are further transmitted to the Co
and Co-alloy NWs grown on top. The origin of such distinct
sizes is attributed to the nonuniform barrier layer thickness.
These fluctuations (less than 100 nm) are relatively small so
that an average NW length close to the nominal length of
the pores (2.5 μm) in the AAO can still be considered with
an expected negligible influence on the magnetic properties.
Figure 2 display the XRD θ -2θ scans corresponding to the
Co, Co80Ni20, and Co50Ni50 NW arrays, from top to bottom.
For the Co NW sample, only the (100) hcp-phase peak
is detected at 2θ = 41.7◦, indicating a textured structure
[Fig. 2(a)]. Although the presence of mixed fcc-hcp phases
in electrodeposited Co NWs has been reported previously,18

we did not observe the peak around 44.2◦ corresponding to the
fcc (111) crystallographic phase.

FIG. 1. Cross-sectional SEM image of Co50Ni50 NWs embedded
in the AAO template. Dendrite structures shown at the bottom of the
array are filled with Au (only the connection part of the dendrites to
the main cylindrical NW is shown).

(a)

(b)

(c)

FIG. 2. XRD θ -2θ diffraction patterns of (a) Co, (b) Co80Ni20,
and (c) Co50Ni50 NWs.

With the addition of Ni the size of the hcp (100) Co peak
decreases significantly. Instead, two peaks are observed around
44.5◦; they are more intense for Co50Ni50 (indicating a textured
structure) than for Co80Ni20. At 2θ = 44.2◦ and 44.5◦ one
expects the (111) Co fcc peak and the (111) Ni fcc peaks,
respectively. This behavior indicates that the crystal structure
of the nanowires has evolved from a hcp to a fcc phase.

A. Magnetization reversal and angular dependence of coercivity

Hysteresis loop measurements were performed under an
external applied magnetic field parallel (‖) and perpendicular
(⊥) to the NW axis, respectively. Figure 3 shows the
room-temperature loops of the samples. Table I collects
the main magnetic parameters, such as coercivity (Hc) and
reduced remanence (mr = Mr/Ms , where Mr is the remanent
magnetization). From a comparative analysis, a weak effective
longitudinal magnetic anisotropy can be assumed for Co NWs,
since both H

‖
c and m

‖
r take slightly larger values than the cor-

responding perpendicular ones, reflecting competing magnetic
anisotropies. While the textured (100) hcp phase of Co leads to
a magnetocrystalline anisotropy with a perpendicular magnetic
easy axis, one should note that the polycrystalline nature of the
Co NWs should reduce the effective crystalline anisotropy. The
latter, together with the strong shape anisotropy,38 results in
a preferential orientation of the magnetization parallel to the
NWs. These observations are in agreement with previously
reported data on polycrystalline Co NWs.39,40 With the
addition of Ni, a reinforcement of the parallel magnetic easy
axis is observed, reflected in the increase of H

‖
c and m

‖
r and

consequent decrease in m⊥
r . However, an overall increase in
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(a) (b)

FIG. 3. (Color online) Reduced magnetization (M/Ms) hysteresis loops of Co, Co80Ni20, and Co50Ni50 NWs for (a) parallel and (b)
perpendicular applied magnetic field.

H⊥
c is also visible. In this case, the polycrystallinity of the

samples,41 and the presence of both hcp and fcc phases, may
lead to local crystal inhomogeneities, causing the observed
increased irreversibility in the perpendicular M(H) loop.

For the nanowires of 35 nm diameter presented here,
the coercivity varies strongly (between 580 and 1590 Oe)
and nonmonotonically as a function of the Ni content (see
Table I). These results are in the same range as those obtained
previously by Qin et al.;42 however, those authors found that
the coercivity decreases almost linearly with increasing Ni
content. Nevertheless, those results correspond to different
geometrical parameters as compared with the ones presented
in this paper.

In order to analyze in further detail the actual magnetization
reversal processes, the full angular dependence of hysteresis
loops was measured. In particular, the experimental angular
dependence of the coercivity can be compared with the
expected evolution according to Eqs. (1) to (4), assuming
the three possible reversal modes, i.e., coherent rotation
and the nucleation and propagation of transverse and vortex
domain walls. Figure 4(a) illustrates the results for Co NWs.
Although all three modes are in principle possible, the
system will reverse its magnetization by whichever mode
opens an energetically accessible route first, that is, by the
mode that offers the lowest coercivity. To obtain a good
agreement with experiments, we considered for the calcula-
tions a magnetocrystalline anisotropy with an out-of-plane
anisotropy constant of −8.62 × 104 J/m3, which corresponds
to a perpendicular easy plane. In this case we conclude
that, independent of the angle, the magnetization reversal

is driven by the nucleation and propagation of a transverse
wall.

Figure 4(c) shows the results for the Co50Ni50 sample where
similar calculations were performed. In this case, a better
agreement with experiments is obtained by using a longitudinal
anisotropy constant of 4.89 × 103 J/m3, reflecting an axial
easy axis. Again, the magnetization reverses by means of a
transverse wall, although for angles around 60◦ the curling and
the transverse reversal modes showed a very similar coercivity.
In this case, thermal instability or shape irregularities, which
are not considered in our model, can cause the system to adopt
a vortex reversal mode. Similar studies were performed for
Co80Ni20 and Ni NWs [See Figs. 4(b) and 4(d)]. Regarding
the lack of perfect fitting for angles close to 0◦ and 90◦, it is
important to note that our model does not consider interelement
interactions with surrounding wires. These interactions are re-
sponsible for an additional antiferromagnetic or ferromagnetic
contribution to the field for 0◦ and 90◦, respectively. Figure 5
collects the values of the crystalline anisotropy Kmc used in
our calculations to obtain the best agreement with experimental
results. From this figure we observe that the easy axis evolves
from perpendicular (in the plane of the membrane) in the case
of Co NWs to longitudinal (parallel to the wire axes) in the
case of Ni-rich alloy NWs.

The effect of crystalline anisotropy on a particular magnetic
element is to modify its fundamental magnetic properties,
like its coercivity and remanence. In a certain range of
magnetocrystalline anisotropy defining the second-easiest
anisotropy axis for CoNi nanowires, the energy of the curling
and the transverse reversal modes might be comparable. In this

TABLE I. Experimental magnetic parameters of Co, Co80Ni20, Co50Ni50, and Ni NW arrays extracted from major
hysteresis curves and FORC diagrams (see text for the definitions of Hc, mr , and 〈HF

c 〉.)

Sample H ‖
c (Oe) m‖

r H⊥
c (Oe) m⊥

r 〈HF‖
c 〉 (Oe) 〈HF⊥

c 〉 (Oe)

Co 620 0.38 420 0.23 1130 600
Co80Ni20 1070 0.51 470 0.24 1540 820
Co50Ni50 1590 0.73 865 0.22 1800 1500
Ni 580 0.71 230 0.19
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(a) (b)

(c) (d)

FIG. 4. (Color online) Experimental and calculated (according to the different modes) angular dependence of parallel coercivity for (a) Co,
(b) Co80Ni20, (c) Co50Ni50, and (d) Ni NWs.

case the dynamical transitions between those modes might
be observable during the magnetization reversal. The fits of
Fig. 4, however, demonstrate that the transverse domain wall
propagation possesses much lower coercivity than that of the
curling process for the identical anisotropy value. Therefore
the curling mode can be safely excluded from consideration.

B. FORC analysis

In order to obtain further insight into the magnetic proper-
ties of the systems, we obtained the FORC diagrams from a set
of minor hysteresis loops. While major M(H ) hysteresis loops
(MHLs) provide information regarding the global (average)

FIG. 5. (Color online) Fitted magnetocrystalline anisotropy con-
stant Kmc as a function of Ni concentration.

behavior of the magnetic system, FORC measurements are
more appropriate to investigate the processes taking place
during the magnetization reversal. In particular, FORC mea-
surements proved to be valuable in addressing the role of
the distinct crystallographic contributions present in NWs,38

being therefore complementary to the magnetic and structural
characterizations presented.

For each minor loop, one starts from the magnetically
saturated state; then the applied magnetic field is ramped
down to a particular value, called the reversal field (Hr ).
Afterward, the magnetic field is increased back again toward
the saturation value. This last part corresponds to the FORC
and holds information from the previous minor loop. The
FORC distribution (ρ) is thus obtained from a mixed second
derivative of M(H ), given by17

ρ(H,Hr ) = −1

2

∂2M(H,Hr )

∂H∂Hr

for H > Hr. (6)

In this work, we performed a set of 100 FORC cycles,
covering the region between the closure points of the hysteresis
diagrams (field ranging from −5 to 5 kOe). The magnetic field
was applied parallel and perpendicular to the NW longitudinal
axis, and a reversal field step (�Hr ) of 100 Oe was used.
Figure 6 shows the parallel and perpendicular FORC diagrams
for Co and Co50Ni50 NW arrays. Each diagram consists of a
contour plot with a color scale from blue (minimum) to red
(maximum).39 In this representation, the Hu axis corresponds
to the interaction field and Hcr denotes the coercive field,
which may not correspond directly to the Hc obtained from
the MHLs.43 From the FORC diagram, one can obtain the
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FIG. 6. (Color online) FORC diagrams for (a),(b) Co and (c),(d)
Co50Ni50 NWs, obtained with the applied magnetic field parallel
(a),(c) and perpendicular (b),(d) to the NW axis. The color scale goes
from blue (representing the minimum) toward red (maximum values).
The gray-scale strip in the diagrams denotes the reversibility indicator
which ranges from white to black, corresponding to fully reversible
and irreversible behavior, respectively.

coercivity 〈HF
c 〉 as the Hc position of the FORC distribution

maximum. A detailed description regarding this representation
and the physical analysis model used here can be found
elsewhere.43–47 For clarity, Hu and Hcr are defined as follows:

Hu = H + Hr

2
, Hcr = H − Hr

2
. (7)

In addition, the characterization of the reversible processes
can be done through the calculation of a reversibility indicator
(gray-scale strip in the diagrams), ranging from white to black,
corresponding to fully reversible or irreversible behavior,
respectively.48 This indicator is obtained from the slope (χF )
of the minor loops at each Hr , and reflects the reversibility
of the process, normalized to the susceptibility (χhyst) of the
MHL upper branch at the same Hr :

η(H = Hr ) = χF (H = Hr )

χhyst(H = Hr )
. (8)

Figures 6(a) and 6(b) show respectively the parallel and
perpendicular FORC diagrams for Co NWs. The parallel
FORC diagram in Fig. 6(a) exhibits two distinct distributions.
The main one, along the Hu axis, can be ascribed to the magne-
tostatic interactions among NWs. Each nanowire in the array
interacts with the stray fields produced by the neighboring
wires and experiences an antiferromagnetic-like coupling,38,47

which acts as a macroscopic demagnetizing field.35,44 In this
regard, the effect of the magnetostatic interactions is equivalent
to that of a perpendicular (in-plane) magnetic anisotropy.
Thus, both the perpendicular magnetocrystalline anisotropy
[(100) hcp Co phase] and magnetostatic interactions become
stronger compared to the geometrical shape anisotropy. En-
hanced dipolar interactions are also expected in pure Co
nanowires as a consequence of a high saturation magnetization

Ms . The second distribution (in the parallel Co FORC),
observed along the Hcr axis, should be associated with a
harder magnetization reversal process. As discussed by Pirota
et al.,46 the broadening of this distribution can be ascribed
to the existence of a fcc phase, which requires a higher
field to reverse the magnetization leading to the visible
extended branch over Hcr . Notice that a clear maximum at
HF

c (fcc) ≈ 3.8 kOe for a 20% (volume) fcc contribution in
1.7-μm-long Co NWs has been reported.45 In our case, the
absence of a maximum in this second distribution confirms
a rather small contribution from fcc crystallites (lower than
10%).

In turn, the perpendicular FORC diagram in Fig. 6(b) shows
less complex structure. A single main coercivity distribution is
observed along the Hcr axis, which is attributed to the change
of the main crystallographic hcp phase shown in the visible
broadening of ρ originated by the NWs’ polycrystalline nature,
as concluded from XRD data (Fig. 2).

For Co50Ni50, the parallel and perpendicular FORC dia-
grams are shown in Figs. 6(c) and 6(d), respectively. For the
parallel FORC diagram, two distributions are again observed,
exhibiting a wider spread over both Hu and Hcr axes in
comparison with those of Co nanowires. In this case, the
presence of Co still favors the magnetostatic interactions
among NWs, which is reflected in the elongation along Hu.
However, with increasing Ni content the fcc phase is suggested
to increase, shown by the presence of a broader distribution
along the Hcr axis. Accordingly, the defined maximum of the
coercivity distribution is shifted to higher fields in comparison
with that in Co NWs. In addition, the maximum of ρ over
Hcr is also detected at higher field (around 2.9 kOe), which
can be attributed to the irreversible magnetization reversal
of the fcc grains (lying parallel to the applied magnetic
field).48 Such a large irreversible contribution strongly favors
magnetization reversal by nucleation and propagation of
a transverse domain wall, as inferred from micromagnetic
calculations. In contrast, the perpendicular FORC diagram
[Fig. 6(d)] shows mainly a broad distribution along Hcr , which
supports the transition from hcp to fcc phase, suggesting
that the NWs may present a mixture of both fcc and hcp
structures.

The average parallel, 〈HF‖
c 〉, and perpendicular, 〈HF⊥

c 〉,
coercive fields derived from our FORC measurements are
collected in Table I. Overall, an 〈HF‖

c 〉 increase is observed
with increasing Ni content. This effect supports our previous
assumptions derived from XRD and MHL measurements,
indicating that the addition of fcc Ni leads to an increase in the
fcc:hcp ratio, favoring the magnetic easy axis parallel to the
NWs.

Finally, the reversibility indicator for parallel FORC dia-
grams denotes clearly a wider distribution of irreversible (dark
gray) processes for Co50Ni50 NWs, attributed to the reduced
contribution of hcp crystallites and correspondingly reduced
perpendicular anisotropy, as discussed above. Regarding the
perpendicular FORC diagrams, stronger irreversibilities are
observed at low field for Co NWs. However, for Co50Ni50

NWs, the irreversibility distribution extends over a wider spec-
trum at higher fields, probably associated with the observed
higher coercivity in MHL measurements.
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IV. CONCLUSIONS

In conclusion, we have shown that the magnetic properties
of electrodeposited Co and CoNi alloy NW arrays are strongly
dependent upon the crystalline structure, which depends on
the relative Ni content. The presence of a Co hcp phase
leads to an important competition between shape and mag-
netocrystalline anisotropies, which translates into a weakly
defined magnetization easy axis along the NW longitudinal
direction. On the other hand, with increasing Ni content
the net crystalline anisotropy drastically decreases and shape
anisotropy becomes dominant. The angular dependence of
coercivity has been modeled considering the different possible
reversal modes. The propagation of a transversal wall gives
the best fitting with experimental observations for all the NW
alloy compositions. In addition, fitted values of the crystalline
anisotropy confirm the evolution from perpendicular (in-plane)
to parallel (out-of-plane) orientation of the magnetization easy
axis. It is important to note that the magnetization reversal
mode obtained is not intrinsic to Co or CoNi NWs but to
a given shape (geometry) and crystalline anisotropy. Finally,

FORC analysis gave us additional information on the role of
each crystallographic phase present in the NWs, evidencing the
presence of a hcp-fcc mixture in all samples. Moreover, the
appearance of an irreversible magnetization reversal promoted
by the presence of a higher proportion of fcc phase as the
Ni content increases strongly correlates with our analytical
calculations of the Hc angular dependence.
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