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Metallicity of InN and GaN surfaces exposed to NH;
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A systematic study of energies and structures of InN and GaN (0001) surfaces exposed to NH3 and its
decomposition products was performed with first-principles methods. A phenomenological model including
electron counting contributions is developed based on calculated DFT energies and is used to identify low-energy
structures. These predictions are checked with additional DFT calculations. The equilibrium phase diagrams are
found to contain structures that violate the electron counting rule. Densities of states for these structures indicate
n-type conductivity, consistent with available experimental results.
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Systematic study of equilibrium surface structures is a
prerequisite for understanding the atomic scale mechanisms
that occur during crystal growth. GaN and InN growth by metal
organic chemical vapor deposition (MOCVD)'? is typically
carried out using ammonia (NH3) to provide the required
high nitrogen activity.>* First-principles calculations based
on density functional theory (DFT) have been previously used
to calculate GaN surface phase diagrams®~® under realistic
temperatures and pressures typical of MOCVD. In this Brief
Report, we report an approach to assess the configurational
phase space of InN and GaN surfaces under exposure to
NH; and its decomposition products, which uses DFT in
concert with a phenomenological model to guide the choice of
structures. Using this method, we discovered that most of the
lowest-energy structures of InN under NH; exposure do not
obey the electron counting rule (ECR).>!? This result has im-
plications for understanding n-type conductivity observed in
InN epitaxial films. Previously, the origins of the conductivity
were proposed to be related to surface structures,'! threading
dislocations, and point defects.'>!7

The principles of both semiconductor surface
reconstruction'® and the ECR®!® disfavor, but do not
forbid, surface terminations with dangling bonds. Such
structures are often excluded in first-principles studies based
on an intuition-limited subset of possible configurations.
Approximately, a hundred distinct structures are possible
on NH,-covered (x = 0 to 3) (0001) InN (or GaN) surface
considering a relatively small (2 x 2) surface unit cell. The
(2 x 2) cell is the smallest unit containing a multiple of
four surface atoms for which the ECR can be satisfied.’
To avoid calculating all structures and to provide physical
insight, we constructed a phenomenological model based on
DFT-calculated energies, analogous to the cluster expansion
models applied in the past to metals and alloys.'*-?? Screening
of many structures based on this model helped us to identify
the most stable surface configurations with a minimal
computational cost.

Cluster expansion models for metals involve parameters
associated with adsorbate-surface (¢;) and nearest-neighbor
adsorbate-absorbate (e;;) interactions. Since electrons (or
holes) due to dangling bonds can be present on a semicon-
ductor surface, we include an additional term for violating
the ECR given by egcr = |n| uy, where uy (u_) is the
energy penalty per electron imposed on a surface having an
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excess (shortage) of |n| electrons required by the rule. On the
polar InN and GaN (0001) surfaces, there are three unpaired
electrons per (2 x 2) unit cell due to the unsaturated In and Ga
atoms, respectively. The deviation from the rule # is given by
n =3 — nNu, — 20NH — Rl — 31N, wWhere n; is the number of
adsorbate molecules i per (2 x 2) area. Structures withn = 0
satisfy the ECR and, therefore, do not have dangling bonds.
With the binding energy of each structure written as

BEmotel = Y €+ Y €j+ €rcr. ey

i ij

the least-squares method was used to find the model parameters
that best fit DFT calculated binding energies defined as

BEper = Eiot — Epare — Y mip™, )

L

where E is the total energy of a given structure, Epqy iS the
total energy of the relaxed surface with no adsorbates, and
™! is the total energy of an isolated molecule at 0 K.

The DFT computations were performed using the projector
augmented wave method as implemented in VASP.>* For the
exchange correlation functional, we used the Perdew-Wang
(PWO1) parametrization of the generalized gradient approxi-
mation (GGA). To obtain accurate band gaps for the optimized
lowest-energy structures, density-of-states calculations were
performed using the Heyd-Scuseria-Ernzerhof (HSE) hybrid
functional.?* The surfaces were modeled using a supercell
approach with periodically repeated slabs of six layers of InN
(GaN) and 20 A of vacuum. The bottom surface of the supercell
was passivated with fractionally charged H atoms (0.75¢), and
only the top two layers were allowed to relax. The energy
cutoff was set to 400 eV and a 4 x 4 x 1 Monkhorst-Pack
grid (24 k points in the irreducible part of Brillouin zone) was
used. The shallow In 4d (Ga 3d) electrons were treated as part
of the valence shell. The calculated lattice parameters a, c,
and the internal parameter u of InN are 3.58 A, 579 A, and
0.38, and of GaN are 3.22 A, 5.24 A, and 0.38, respectively,
in agreement with experimental values."?

Our initial DFT calculations indicated that NH; and H
bind strongly to the T1 site [see Fig. 1(a)] in agreement
with earlier work,>® while N and NH favor the H3 site with
empty neighboring T1 sites. NH, prefers a bridging position
(br) between two surface In (or Ga) atoms if their T1 sites
are empty and a different T1 site otherwise. In this work,
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FIG. 1. (Color online) (a) A schematic drawing of a (2 X
2) surface unit cell with different binding sites. The grey circles
represent In (Ga) atoms and the white ones represent N. Differences
in the binding energies between the structures predicted with the
phenomenological model (BE,,qe1) and calculated using DFT (BEpgr)
plotted against the predicted values for (b) GaN and (c) InN.
Configurations used to fit the model parameters and some of those
predicted by it are represented by full and empty squares, respectively.

structures involving the T1 sites, which form the largest set
of all structures, were treated with the phenomenological
model, while those involving the H3 and bridging sites were
treated explicitly. DFT energies of sixteen and seventeen
structures were used to construct the models for InN and GaN,
respectively, with four satisfying the ECR. Comparisons of
models for InN with different numbers of parameters have
shown that the penalty u, for having an excess number of
electrons (but not u_) can be set to zero without changing
the quality of the fit. Similarly, interactions of NH, (x = 2,3)
with H can be neglected for InN. The latter can be understood
in terms of considerably larger lattice parameters of InN, and
thus greater distance between two T1 sites, as compared to
GaN. Therefore, we used a model with seven parameters
for InN structures and with ten parameters for GaN. After
determining the model parameters from the initial set of
DFT calculations, we used the model to identify all lowest-
energy structures, which we then checked by optimizing with
DFT.

Figure 1(b) shows the performance of the phenomenolog-
ical model applied to GaN and InN structures and Table I
lists the model parameters. The RMS average deviations of
BE odet — BEppr for the structures used to determine the
model parameters were 0.13 eV and 0.16 eV for InN and GaN,
respectively, and were 0.13 and 0.27 eV for the structures not
used in the fit. The large deviations observed for GaN may
be a result of the phenomenological model not taking into
account different possible orientations of the adsorbed species,
which has a larger effect for GaN due to its smaller lattice
constant.

To compare stabilities of all studied structures, including
those with occupied H3 and bridging sites and involving N and
NH species, we calculate the Gibbs free energy of formation
for each structure>®

AG = Ey — Epare — Z HANa, 3)
A

where Ny is the number of atoms of type A (where A = Ga or
In, N, H) in the adsorbates and 4 is the corresponding chem-
ical potential. Using the conditions pinGa) + UN = M]I)rlllll\ﬁGaN)

and uy = (uNu, — Un)/3, each surface free energy can be

PHYSICAL REVIEW B 85, 033308 (2012)

TABLE 1. The parameters of the phenomenological model for
binding energy of adsorbates at T1 sites.

Parameter (eV) InN GaN

extis ~1.02 -1.95
€NH, —-3.21 —4.12
€n —-0.41 —1.14
Uy 0.00 0.11
u_ 1.79 2.67
€NH;3-NH3 0.18 0.43
ENH3-NH2 —0.03 0.10
€NH3-H 0.00 0.07
€NH,-NH, 0.03 0.04
€NH,-H 0.00 0.01

expressed as a function of two parameters, here chosen to
be wnny, and pp (4Ga).% The dependence of unu, on the
temperature and pressure is given by

i, (T, p) = Uit + fine, (T po) + ks T In[(p/po)]. (4)

where finy, (T, p) are the contributions from vibrations and
rotations of NH; as well as the gas entropy at p, = 1 bar, kg
is the Boltzmann constant, 7 is the temperature, and p is the
pressure. While it can be calculated explicitly from DFT, here
we use the experimental values for finy, (T, p).?® The upper
limit for the In (Ga) chemical potential is given by bulk In (Ga),
puk (1u241%) “and the lower limit is determined by the enthalpy
of formation A H; of InN (GaN). At standard conditions, the
experimental values of A H; for InN and GaN are —0.28 and
—1.20eV.527 To correspond to the MOCVD conditions,® we
extend the lower limit of up, (uga) to —1.1 eV (=2.2 eV),
which gives N activity equivalent to py, ~ 107 bar.

The formation energies of the GaN [see Fig. 2(a)] and
InN [see Fig. 2(a)] (0001) surfaces were calculated at T =

0 K and unu, = Mg‘l‘}l} The lowest-energy surface structure
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FIG. 2. The T = 0 K formation energies of various configurations
on the (a) GaN and (b) InN (0001) surface as a function of the In and
Ga chemical potentials, respectively, at puny, = uﬁ‘;’}x. The energies
are expressed in eV per (1 x 1) cell to include In(Ga) bilayers with a
(«/3T X ﬁ) periodicity.35 The labels describe the adsorbates and the

corresponding binding sites (in parentheses).
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FIG. 3. The calculated phase diagrams of (a) GaN and (b) InN
(0001) surfaces as a function of the Ga and In chemical potentials,
respectively, and NH;. The labels describe the adsorbates and their
corresponding binding sites (in parentheses). The axis on the right
shows temperature corresponding to the NH; chemical potential on
the phase diagram and pressure of 1 bar. The dashed lines mark the
values of enthalpy of formation at standard conditions.

for GaN over the whole range of g, corresponds to one
NH;3 and three NH, adsorbed at the T1 sites. This is also the

lowest-energy structure at puyg = 1 /ZME‘;’I, in agreement with

previous work.>® Toward the Ga-rich region, a structure with
one NH3 a molecule and three H atoms at the T1 sites becomes
energetically competitive.

The formation energy diagram for InN (Fig. 2) is somewhat
different from the GaN diagram. In particular, in the In-rich
region, the lowest-energy structure for InN consists of 2NHj3
and 2NH, adsorbates, the structure that is not calculated in
the earlier work.?® Explicit DFT calculation confirms that this
structure is 0.02 eV per (1 x 1) lower in energy than the NH3 +
3NH; configuration. Toward the In-poor region, however, the
latter starts to dominate. At uy =1/ 2/1,{;‘;’1, the difference
between the NH; + 3NH; and 2NH3 + 2NH, structures is
0.12 eV per (1 x 1) surface unit cell, with the 2NH3 + 2NH,
configuration having the lowest energy over the whole range
of Min-

The phase diagrams of the (0001) surfaces of GaN and
InN exposed to NH;3 and its dissociated species as a function
of (Gaam) and nw, are shown in Fig. 3. To link the results to
growth conditions, a temperature axis showing the dependence
of unu, on T for a fixed pressure of 1 bar is also provided.
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Total Density of States (arb. units)

FIG. 4. (Color online) Density of states plots for (a) bulk InN,
(b) bare (relaxed) surface, (c) the NH; + 3NH, configuration, and
(d) the 2NH;3 + 2NH, configuration, all using HSE functional. The
insets show the regions close to the Fermi level (dashed lines) for
each structure. The valence-band maxima are aligned at 0 eV.

The phase diagram of GaN shows a wide variety of structures
as compared to the InN diagram. With the exception of the
structure with NH at the H3 site, the GaN phase diagram
agrees with the previous work covering the range of (g, up
to —1.2 eV.>® The NH structure, along with two N-dimer
configurations found below —1.2 eV, do not obey the ECR.

Toward the Ga-rich (N-poor) region, structures formed by
Ga adsorbates dominate. For InN, with the exception of the
NHj; + 3NH; structure, all stable configurations do not obey
the ECR. It is also interesting to note that toward the NHj3-
poor region (at higher T) the bare surface of InN becomes
favorable, while for GaN the structure with N at H3 site is
more favorable than its bare surface. Towards the metal-rich
region, the two phase diagrams also show different structures,
with the In-adlayer and Ga adatom configurations present at
InN and the GaN surfaces, respectively.

We examined the electronic properties of the most stable
structures in the NHj3-rich region by calculating their densities
of states (DOS). The DOS of bulk InN, the bare surface,
and the NH; + 3NH, and 2NH; + 2NH, structures, are
shown in Fig. 4 . With this approach, the band gap of bulk
InN was found to be 0.59 eV in relatively good agreement
with the experimental result of 0.67 £ 0.05 eV.2>¥ It is
clear from the figure that while the NH; 4+ 3NH, surface is
semiconducting with a band gap of 0.98 eV, both the bare and
the 2NH; + 2NH, surface structures are conducting. Previous
studies'!*132 explained conductivity of bare InN surfaces in
terms of the narrow band gap of InN and its large electron
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affinity, which causes the ECR to be broken. Our estimate
of the electron surface accumulation based on the 2NHj; +
2NH, structure is 0.20 nm~2, which compares well with the
reported values of 0.16-0.24 nm~2.333* The results of this
study thus provide a different, not structural defect related, ex-
planation for the observed electron accumulation at InN polar
surfaces and the propensity for the n-type conductivity of the
material.

In summary, a complete study of possible structures was
performed on the (0001) surfaces of InN and GaN in the
presence of NH3 and its decomposed species. The calculated
phase diagrams show that the surfaces of InN and GaN can
violate the electron counting rule. This is particularly the case

PHYSICAL REVIEW B 85, 033308 (2012)

for InN, where surfaces within the (2 x 2) symmetry under
MOCYVD conditions are mostly found to be conducting. It
will be interesting to see whether the observed behavior holds
under nonequilibrium conditions.
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