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Diagonal 647, E-08028 Barcelona, Catalonia, Spain
3Instituto de Estructura de la Materia, CSIC, Serrano 123, E-28006 Madrid and Department of Electricity and Electronics,

University of the Basque Country, P.O. Box 664, E-48080 Bilbao, Spain
4Institute for Low Temperature and Structure Research, Polish Academy of Sciences, PN 1410, PL-50-950 Wroclaw, Poland

5Institute of Physics, NANU 46 pr. Nauki, 03028 Kiev, Ukraine
(Received 19 October 2011; revised manuscript received 12 January 2012; published 30 January 2012)

The thermal conductivity κ(T ) of the fully ordered stable phase II, the metastable phase III, the orientationally
disordered (plastic) phase I, as well as the nonergodic orientational glass (OG) phase, of the glass former
cyclohexanol (C6H11OH) has been measured under equilibrium vapor pressure within the 2–200 K temperature
range. The main emphasis is here focused on the influence of the conformational disorder upon the thermal
properties of this material. Comparison of results with those regarding cyanoclyclohexane (C6H11CN), a
chemically related compound, serves to quantify the role played by the terminal groups -OH and -CN on
the phonon scattering processes. The picture that emerges shows that motions of such groups do play a minor
role as scattering centers, both within the low-temperature orientationally ordered phases as well as in the OG
states. The results are analyzed within the Debye-Peierls relaxation time model for isotropic solids comprising
mechanisms for long-wave phonon scattering within the OG and orientational ordered low-temperature phases,
as well as others arising from localized short-wavelength vibrational modes as pictured by the Cahill-Pohl model.
By means of complementary neutron and Raman scattering we show that in the OG state the energy landscapes
for both compounds are very similar.
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I. INTRODUCTION

The low-temperature properties of disordered solids exhibit
striking differences with respect to those shown by their fully
ordered crystalline counterparts. These manifest themselves as
excess, low-energy excitations. The nature of these excitations
as well as their role to explain the macroscopic properties of
glasses are still open questions.1–4 To unravel the underlying
physics, studies on relatively simple molecular systems which
can be tailored to show controlled amounts of disorder
pertaining to the molecular centers of mass, the relative
molecular orientations, or even the molecular conformations
that arise from flexible molecular segments showing different
orientations with respect to some molecule-fixed frame con-
stitute important benchmarks.5–7 Orientational glasses (OGs)
are materials where, in contrast to fully amorphous materials
such as the structural glasses (SGs), the centers of mass of the
molecules sit on the nodes of a crystalline lattice, keeping
the molecular orientations and/or molecular conformations
randomized. The beauty of OGs stems from their remarkably
close thermal and dynamic properties to those exhibited by
amorphous materials.8–11

Some attempts have been registered to account for the
excess in the density of low-energy states in glasses. Such
states generate the boson peak, which results from the excess in
the vibrational density of states, g(ω), over the classical Debye
[gD(ω) ∝ ω2] value and gives rise to well-known anomalies in
the heat capacity and thermal conductivity.12,13 In order to treat
departures from the classical Debye model several approaches
have been proposed and might be classified into two groups.

A first type considers the existence of a harmonic elastic
disorder medium with fluctuating force constants distributed
according to some idealized distribution.14–17 Alternatively,
other approaches assume the existence of quasilocal low-
energy vibrations resulting from librations of structural units
able to scatter sound waves. Such phenomenological models
have been able to account for the anomalies in the heat capacity
as well as the thermal conductivity. Such models consist
in generalizations of the tunneling model, such as the soft
potential model (SPM).18–21

The thermal conductivity for disordered materials has
been rationalized in terms of the contribution of propagating
phonons and other diffusive modes.5–7,22 For materials com-
posed by molecules with low-lying internal degrees of freedom
such as 1,2-difluoro-1,1,2,2-tetrachloroethane (CFCl2-CFCl2,
freon 112) its thermal properties have been rationalized as
resulting from the action of two nonequivalent molecular
conformations, trans and gauche, which have been claimed
as the origin of a higher density of minima in the potential-
energy landscape.10 Similar results concerning such molecular
isomeric effects were found for the structural glass obtained
from 1-propanol.5,7 Thus, although the soft-potential model
was able to describe the low-temperature values of thermal
conductivity, a term accounting for resonant scattering of
phonons by simple oscillators was required to account for the
wide temperature plateau appearing in molecular compounds
with conformational disorder.5,7,10

The rationale behind the action of these additional molec-
ular degrees of freedom on macroscopic thermal properties of
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the materials in question portrays them as able to hybridize
with the sound modes, and thus the origin of the resonant
scattering contribution to the thermal conductivity is explained
as the consequence of a coupling between the resonant
scattering from quasilocal vibrations and the low-energy
molecular librational modes.18,23,24

Materials composed by ring molecules such as as cy-
clohexanol (C6H11OH, hereinafter denoted by C6OH) and
cyanocyclohexane (C6H11CN, C6CN) are interesting probes
to unravel the effects of different kinds of disorder on thermal
properties. In addition to the shining evidence of the effects
of whole-body molecular rotations and chemical isomerism
on structure and thermal properties, C6OH and C6CN enable
us to quantify the role of conformational changes upon
a fundamental property such as thermal conductivity. The
phase behavior of the archetypical glass former C6OH was
early disclosed by calorimetry and other means.25–32 The
liquid freezes at 299 K into an orientationally disordered
(OD) (plastic or rotator phase, phase I) face-centered-cubic
phase,28–30 where molecules rotate nearly freely about the
crystal lattice nodes. Further cooling down to 265.5 K leads
to a transformation into the ordered stable phase II, recently
characterized as tetragonal structure (P 4̄21c space group).30

The stable phase I easily undercools under moderate cooling
rates and shows a glass transition at 148–150 K, giving rise to
an OG.25–27,31,32 By heating up the OG, and after crossing the
glass transition, a metastable ordered monoclinic (Pc space
group) phase III appears at ∼200 K. This phase remains
metastable if cooled down. Alternatively, it enters phase II
after heating up to 220–240 K. An additional metastable form
III′ can be obtained by annealing at 200 K the supercooled OD
phase I.

The intriguing polymorphic behavior of C6OH has been
long attributed to the pseudospherical-shaped molecule com-
bined with the possibility to display several conformations.
The three-dimensional structure of the ring of this cyclic
molecule can display several puckered out-of-plane conforma-
tions and, in addition, the polar -OH group may adopt either of
two conformations, the axial or the equatorial, with respect to
the carbon atom on which the group is bonded.33 For each of
these conformations the hydroxyl group can be aligned itself
in- or out-of-plane. Despite the general belief that polymorphic
forms concern the different possible conformations of the
molecule and the large number of experimental reports on
C6OH, it has been recently found that for all the ordered phases
C6OH adopts the chair conformation for the ring whereas
the -OH group lies in the equatorial orientation (both in-
and out-of-plane orientations).30 This is not the case for the
OD phase I, for which the presence of all conformations has
been reported28,29 with small energetic barriers between the
axial and equatorial isomers. For C6OH and similar cyclic
compounds it has been shown that disorder in the glassy
crystal phase arises from some degree of disorder in the whole
molecular orientation and from a mixture of conformations due
to the difficulties of the system in finding the regular packing
in a nonequilibrium state.25

Also, C6CN shows rich polymorphism. The stable liquid
crystallizes at 285 K into an OD phase I, the symmetry
of which is also face-centered cubic. On further cooling a
glass transition appears at approximately 135 K as proven by

calorimetry and dielectric spectroscopy.8,34–38 An additional,
small heat-capacity jump39 also appears at around 55 K, which
has been attributed to the freezing of the interconversion
between the axial and equatorial conformers.40

A stable low-temperature phase II results by annealing of
phase I. Heating this phase leads to a transformation into
the OD phase I at 217 K. Notice however that below this
temperature phase I remains stable enough to be studied on
considerably long time scales. No structural studies have
been reported for phase II, so the assumption that it is an
orientationally ordered phase of C6CN is only based upon
the enthalpy changes reported for the II to I phase transition.40

Preliminary x-ray diffraction patterns seem to indicate a strong
decrease of lattice symmetry with respect to the OD phase I.

As aforementioned for C6OH, C6CN is a flexible molecule
and thus several conformers can be also observed. In addition
to the ring conformations, depending on the position of the
carbonitrile group with respect to the cyclohexane ring, axial
and equatorial conformations exist. Interconversion between
those involves an energy barrier of ∼�E/kB = 4500 K
according to infrared and Raman measurements.41–43 Within
the liquid and OD I states both conformations are equally
populated, whereas for the low-temperature phase II only the
axial chair conformation exists.41–43

The present work reports on phonon scattering phenomena
taking place within the ordered and disordered solid phases
of C6OH and C6CN and their experimentally available non-
ergodic states from measurements of thermal conductivities.
The results are analyzed within the well-known Debye-Peierls
relaxation time model for isotropic solids assuming different
mechanisms of long-wave phonon scattering within the OG
and orientational ordered phases, and an additional mechanism
described by localized short-wavelength vibrational modes
according to the Cahill-Pohl model. Details of the experimental
procedures are given in Sec. II. Results, presented in Sec. III,
are divided in two parts, corresponding to the orientationally
disordered and ordered states. Sec. IV is devoted to the
discussion of the results under the framework of several
theoretical models. Finally, conclusions are sketched in the
last section, Sec. V.

II. EXPERIMENTAL

A. Materials

Cyclohexanol and cyanocyclohexane were purchased from
Aldrich with purities of 99% and used without further purifica-
tion after temperature and enthalpy of melting were checked
by means of scanning calorimetry to be within the standard
values reported in the literature.25,40 Both compounds were
always handled with caution under Ar-controlled atmosphere.

B. Thermal conductivity measurements

The thermal conductivity of the solid samples was measured
under equilibrium vapor pressure using two experimental
setups based upon the steady-state method. The OG state
was reached by fast cooling (above 50 K min−1) from
the OD phases through the glass transition region to the
boiling temperature of liquid N2. The thermal conductivity
of the OG state of both C6OH and C6CN was measured at
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gradually decreasing temperature from 77 to 2 K and then
increasing temperature up to 160 K with an experimental setup
detailed elsewhere.44 The experience gained in the detailed
measurements on a variety of cryocrystals by the groups
at Kharkov and Wroclaw shows that random measurement
errors can be as low as 2%. In turn, systematic errors arising
from measurement of geometrical parameters such as the inner
container cross sections or the spacing between thermocouples
amount to an additional systematic error that can reach 10%
of the measured property (for a review see compendium of
Ref. 45).

The low-temperature orientationally ordered phases of
C6OH were reached by procedures described by Adachi et al.25

The ordered phase of C6CN was achieved by heating the
supercooled phase I up to 205 K and further annealing for
50 h.39

Thermal conductivity measurements for the ordered phase
C6CN were carried out by means of the axial stationary
heat flow method in the 4–206 K range on heating and
cooling. Polypropylene ampoule sample containers (9 mm
inner diameter, 18 mm long, and 0.9 mm wall thickness)
were kept cold by anchoring them into a thick copper panel
suspended within a cryostat. Temperature of the surroundings
was measured with germanium and platinum thermometers
and stabilized within ±3 mK. Sample temperatures were
recorded by constantan-manganin thermocouples using liquid
nitrogen and liquid helium as reference points. The tempera-
ture difference along the sample (typically around 0.2–0.3 K)
was generated by an electrical heater. In order to avoid heat
losses, high vacuum and four shields were used.

C. Neutron scattering measurements

The density of states of the OG phases was measured by
inelastic neutron scattering spectroscopy. The experiments
were performed using the TOFTOF high-resolution direct
geometry chopper spectrometer, located at FRM II (Garching,
Germany). This instrument offers a large flexibility for wave-
length selection and chopper speed which permits considerable
optimization of the energy range, energy resolution, momen-
tum transfer, and count rate. The instrument resolution was set
to 55 μeV (full width at half maximum) at the elastic peak
position as measured using a vanadium cylinder having the
same dimensions as the sample holder. This energy resolution
was achieved using an incident neutron wavelength of 6 Å and
a chopper rotation frequency of 12 000 rpm.

The data here reported correspond to the frequency distri-
bution obtained at 50 K. The sample was introduced inside
an aluminum hollow cylinder (sample thickness of ∼0.1
mm, container wall thickness of ∼0.1 mm) and quenched
from room temperature to 50 K, thus ensuring the formation
of OG from phase I. The measured time of flight spectra
were normalized to the elastic scattering of the vanadium
cylinder previously used to obtain the instrument energy
resolution. Then the detector efficiency correction was carried
out. In order to subtract the background signal, the empty
container was measured inside the cryostat under the same
experimental conditions (instrument setup, temperature). After
performing the background subtraction, the measured S(θ,t)
were transformed into S(Q,ω) with the program IDA.46 The

density of states was also calculated using the IDA software,
taking as a starting point S(Q,ω). All the steps followed are
described in Ref. 47.

D. Raman measurements

Depolarized low-frequency Raman spectra of C6OH sam-
ples were measured in a 90◦ scattering configuration with a
double monochromator (Jobin-Yvon Ramanor U 1000 spec-
trometer), equipped with a standard photomultiplier detector
controlled by the Spectra Max software. The stray light
rejection was 10–14 at 20 cm−1 from the Rayleigh line. The
spectral slit width was 2 cm−1. The spectra were recorded using
the 514.5 nm line of an Ar+ laser and the laser beam power
focused on a sample was about 150 mW. For measurements
at low temperatures the sample was confined in thin glass
capillaries which were mounted on the copper finger of a
Displex closed-cycle cryostat that can be operated in the
temperature range 12–330 K.

III. RESULTS

A. Orientational glass and orientationally disordered phase

The thermal conductivity of the OG phases of C6OH and
C6CN is shown in Fig. 1. Here, κ(T ) displays the typical
temperature dependence for molecular orientational glasses.10

It shows a strong increase with increasing temperatures in
the low-temperature domain (2–5 K) followed by a plateau
which extends over a relatively narrow temperature range. It
can be seen that κ(T ) for these OGs is, astonishingly enough,
virtually the same for the whole temperature range until the
glass transition region is approached, a fact that is rationalized
as a proof that scattering of heat-carrying phonons from low-
and medium-energy excitations should be quite similar within
these disordered phases. Our data for C6OH under equilibrium
vapor pressure are ∼10% lower than those published by
Andersson et al.32 for the same range of temperatures (higher
that 100 K) and are about 20% and 10% higher than those
from Bonjour et al.31 within the 2–20 K range.

The Fig. 2 shows the neutron-weighted generalized fre-
quency distribution or density of states g(ω) obtained from
neutron spectroscopy measurements. From such distributions

FIG. 1. (Color online) Log-log plot of the thermal conductivity as
a function of temperature for crystalline phases II and III (circles and
triangles, respectively) and OG (diamonds) of cyclohexanol (empty
red symbols) and for crystalline phase II (full black circles) and OD
and OG (full black diamonds) of cyanocyclohexane. Solid red lines
correspond to data from Ref. 32 for phases II and III of cyclohexanol
at 0.06 GPa.
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FIG. 2. (Color online) Density of states as a function of energy
for C6OH (empty red circles) and C6CN (filled black circles) OGs
at 50 K as derived from inelastic neutron scattering measurements.
Dotted-dashed lines indicate the effective Debye density of states
[g(ω) = 3ω2/ω3

D] for ωD = 9.9 (C6OH) and 8 meV (C6CN). The
inset shows the density of states scaled by ω2 to better show the
departure from the Debye behavior in the low-energy domain.

several comments are in order: First, one notices strikingly
strong differences between both density distributions from
energies ∼7 meV onward. Second, as shown in the inset the
existence of an extended peak in the low-energy region is
indicative of the action of a large number of excess modes
[associated with the boson peak, i.e., excess vibrational modes
above the Debye prediction g(ω) ∝ ω2 for crystalline ordered
solids], and third, both distributions remain significantly
different down to very low frequencies.

The low-frequency Raman spectra of C6OH obtained on
cooling from the liquid state down to the glassy state at 100 K
are shown in Fig. 3. The spectrum of the liquid C6OH is
characterized by the strong scattering structureless line (a
wing of the Rayleigh line) reaching its maximum at zero-shift
frequency47 (curve a). Upon cooling, a transition to the OD
phase I occurs at 296 K. The curve b in Fig. 3 shows the Raman
spectra of the OD phase I of C6OH recorded at 220 K. In this
spectrum the lattice vibrations appear to be slightly marked.
Below the glass transition temperature at T = 100 K (curve
c) the decrease of the Rayleigh line leads to the observation
of a weak shoulder at 15.3 cm−1 (1.9 meV), which can be
tentatively attributed to the boson peak.

B. Orientationally ordered phases

The thermal conductivity as a function of temperature for
C6OH and C6CN for the stable and metastable orientationally
ordered phases is shown in Fig. 1 in a double-logarithmic plot.
Data for C6OH compare well with those previously published

TABLE I. Values for the A and C fitted parameters [Eq. (1)] for
the orientationally ordered and orientationally disordered phases of
cyclohexanol (C6OH) and cyanocyclohexane (C6CN).

Chemical Phase A (W m−1) C (W m−1 K−1)

C6OH OG 7.3 0.09
II 26.9 0.10
III 26.9 0.19

C6CN OG 5.3 0.09
II 3.5 0.36

FIG. 3. (Color online) Low-frequency Raman spectra of C6OH
measured on cooling from 306 down to 100 K (in cm−1, bottom axis,
and meV, top axis): (a) liquid phase at 306 K; (b) OD phase I at 293 K;
(c) OG state at 100 K. BP is attributed to the boson peak at 15.3 cm−1

(1.9 meV) on the spectrum of OG.

by Andersson et al.32 at high pressure. Thermal conductivity
for both phases displays typical temperature dependence for
ordered phases. Nevertheless, it should be emphasized that
κ(T ) for the metastable phase III is higher than that for the
stable phase II at temperatures higher than 50 K, a unique case
as first stressed by Andersson et al.32

As for the orientationally ordered phases κ(T ) increases
with temperature as T 3/2 till the phonon maximum around 20
and 35 K for the stable phase II and the metastable phase III of
C6OH, whereas such a maximum is reached at ∼15 K for the
ordered phase of C6CN. The typical bell-like shape for κ(T )
for orientationally ordered phases in such a log-log plot is
clearly observed and thus, after the maximum, κ(T ) decreases
with temperature, although the decrease is slightly weaker
than the expected law T −1.22 Such a maximum is known to
mark the transition from phonon-phonon scattering to phonon
scattering on defects in ordered crystals.48–50

To highlight such deviation from the T −1 law, Fig. 4 shows
κ(T )·T in the form

κ(T ) = A

T
+ C. (1)

The first term on the right side of Eq. (1) accounts for three-
phonon processes, whereas the second term (C) describes the
additional mechanism which causes the thermal conductivity

FIG. 4. (Color online) Thermal conductivity times temperature
as a function of temperature for the orientationally ordered phases.
Symbols as in Fig. 1.
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FIG. 5. (Color online) Low-frequency Raman spectra (in cm−1,
bottom axis, and meV, top axis) of the stable (II) (dotted blue line)
and metastable (III) (red line) phases of C6OH at 100 K.

to deviate from the T −1 law at temperatures beyond the phonon
maximum.6,22 Figure 4 displays the temperature domain in
which each of the analyzed phases deviates from the common
behavior. For the stable phase II and metastable phase III of
C6OH, the constant term (C) in Eq. (1) appears to be relevant at
around 50 K, whereas for the orientationally ordered phase II
of C6CN deviation appears at ∼40 K and the second term
becomes dominant at T > 70 K. It is worth noting that the A

values [intersection between the straight lines and the κ(T )·T
axis] are virtually the same but the C values differ by a factor
of about 2 for both orientationally ordered phases of C6OH,
as shown in Table I. On the contrary, for the ordered phase of
C6CN the A value is considerably smaller which means that
there is strong scattering whereas the C value is considerably
larger. In C6OH the C value for phase III is larger than that for
phase II. The C values for C6OH are similar to C values for
primary alcohols in the orientationally ordered state.51

The low-frequency Raman spectra of the stable II and
metastable III phases of C6OH at 100 K are shown in Fig. 5.
The transformation from phase I to phase III occurs in such a
way that the spectrum within the lattice region changes from
two broad bands in phase I to six narrow bands. Polymor-
phic transformation from phase III to phase II reveals new
intramolecular modes. The existence of the set of narrow lines
in Raman spectra in both III and II phases thus monitors the de-
velopment of translational and orientational long-range order.

It can be seen that the lattice vibration frequencies in
the Raman spectra of the ordered phases are quite different,
while the spectrum of the stable crystal II shows the lowest
intermolecular (lattice) vibrations centered at 25.1 cm−1 which
appears as a well-defined phonon peak; the spectrum of the
metastable crystal III shows well-resolved Raman bands above
49.8 cm−1 only.

IV. DISCUSSION

As is well known, the analysis of the temperature depen-
dence of the thermal conductivity for solids other than simple
crystals has to be carried out using heuristic models which
stem from the pioneering work of Callaway,52 who included
basic mechanisms for the scattering of heat-carrying phonons
such as scattering from grain boundaries and on dislocations by
stress fields, three-phonon processes, and scattering from point
defects. For materials composed by molecular substances,

excitations other than acoustic phonons such as low-frequency
molecular rotations and low-angle librations need to be taken
care of. The difficulties hampering such an endeavor are
twofold. First, the spectrum of collective excitations is known
with enough detail for only a few systems such as most
of the diatomic solids and others composed for molecules
having high point-group symmetries. Second, development
of a theory which significantly accounts for all the relevant
kinetic processes leading to scattering of sound waves has
been shown to be a very difficult task. In fact, to the authors’
knowledge, most of the efforts to develop such a theory stop
with the inclusion of details of low-frequency librations in
much the same way as reported by Slusarev and Freiman53 and
Konstantinov.54 Under such circumstances the analysis here
carried out proceeds on phenomenological grounds, following
approaches which have been proven to rely on physically
sound results when analyzing data for simpler systems.

In what follows we will cast the temperature dependence
of the thermal conductivity in the solid phases of C6OH and
C6CN as given by the sum of two contributions:54–59

κ(T ) = κph(T ) + κmin(T ), (2)

where κph(T ) corresponds to the propagating acoustic phonons
with long relaxation times τR(ω,T ) typical for resistive phonon
scattering. The second component, κmin(T ), accounts for short-
wavelength acoustic phonons with the minimum allowed value
of the phonon relaxation time τmin(ω) = π/ω according to the
model developed by Cahill-Pohl.60

The temperature dependence of κph(T ) can be described by
the relaxation time model (the Debye-Peierls model):48,61

κph(T ) = k4
BT 3

2π2h̄3cs

∫ θD/T

0
τR(x)

x4ex

(1 − ex)2
dx, (3)

where x = h̄ω/kBT , θD stands for the Debye temperature, cs is
the velocity of sound averaged over longitudinal and transverse
polarizations, and τR(x) is an effective relaxation time for
phonon scattering which encloses the different scattering
phenomena, which limit heat transfer. The model is used for the
description of κph(T ) for both crystalline and amorphous solids
when τR(ω) � τmin(ω) and κph(T ) ∝ T −1 corresponds to the
case of phonon-phonon scattering at high temperature.55,58

As referred to above, the simplest description of κmin(T ) is
provided by the phenomenological Cahill-Pohl model which
has been used time and again to analyze the thermal conduc-
tivity of amorphous solids at high temperatures, κmin(T ) =
κCP (T ),60

κmin(T ) = κCP (T ) = k3
BT 2

2π2h̄3cs

∫ θ/T

0

x3ex

(1 − ex)2
dx. (4)

Within such model all acoustic phonons have a minimal
mean-free path set to be equal to one half of their wavelength.
κCP (T ) corresponds to the minimal thermal conductivity of
a solid with very strong resistive phonon scattering, τR(ω) �
τmin(ω). At high temperatures κCP (T ) is nearly temperature
independent. The Debye approximation which disregards the
polarization modes assumes that the minimum lifetime of each
vibration is equal to its half-period time. Later on the Cahill-
Pohl model was developed by Klinger and Halpern62 who
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built up a theoretical model of soft-mode dynamics to describe
vibrational terahertz anomalies for glasses.

A thermal conductivity crossover from κph(T ) to κmin(T )
corresponds to the Ioffe-Regel frequency crossover from the
weak phonon scattering regime [τR(ω) � τmin(ω)] to strong
phonon scattering [τR(ω) � τmin(ω)].61–66 Thus, the Ioffe-
Regel frequency ωIR can be determined by means of

τR(ωIR) = πω−1
IR . (5)

The term describing the resistive relaxation time τR(ω,T )
depends on the solid-state structure and it is clearly different
for the OD phase and for the orientationally ordered states.
The decomposition of thermal conductivity into two separate
contributions has been shown to be adequate to describe this
property for monatomic solids52,58 and also for molecular
solids with rotational degrees of freedom.22,54

The framework given by Eq. (2) will be shown to be able to
account for the data at hand, and the specifics concerning

the diverse mechanisms of heat transport in operation in
orientationally disordered and ordered phases are treated in
the next sections.

A. Orientationally disordered phases

The origin of the resistive relaxation time τR(ω,T ) for OG
is ascribed to resonant phonon scattering and may be described
in the frame of the soft potential model.3,68,69 The latter (SPM)
is cast in terms of a relaxation time τ−1(x) which can, in turn,
be split into three terms using the Matthiesen rule τ−1

R (ω) =
τ−1
ts + τ−1

crp + τ−1
lv : (i) comprising resonant scattering of sound

waves by tunneling states (τ−1
ts ), (ii) classical relaxational

processes in asymmetric double-well potentials (τ−1
crp), and

(iii) localized vibrations (i.e., soft quasiharmonic vibrations)
(τ−1

lv ):3,19

τ−1
R (ω) = Cπω tanh

(
h̄ω

2kBT

)
+ Cπω

(
T

W

)3/4

ln−1/4

(
1

ωτ0

)
+ Cπω

8

(
h̄ω

W

)3

, (6)

where C̄ is a dimensionless constant accounting for the
strength of coupling between a sound wave and the soft
localized mode, τ0 is an attempt frequency of the order of
10−13 s, and W is the characteristic energy of the quartic term
entering the potential of the SPM. This parameter enables
the scaling of the elementary excitations in the harmonic
soft potential, in such a way that for energies h̄ω � W

localized excitations show up as a two-level system with
roughly constant density of states, whereas for h̄ω � W

low-energy modes emerge as quasilocal vibrations, dominant
at high-temperature, in a soft-single potential. According to
Eqs. (3) and (6) the dependence of the thermal conductivity
with temperature can be portrayed by means of

κph(T ) = 2kBW 2

πhCcs

F

(
kBT

W

)
, (7)

where

F (z) =
∫ ∞

0
dx

x3e−x

(1 − e−x)2

z2

1.1 tanh(x/2) + 0.7z3/4 + x3z3/8
,

(8)

where z = kBT /W plays the role of a normalized temperature
with respect to the SPM potential (W ). It is worth mentioning
that F (z) provides a universal temperature dependence for
the thermal conductivity of glasses, regardless of the disorder
frozen in.10 The SPM enables the description the behavior of
κph(T ) above 1 K and up to around 10 K, the temperature
domain where a plateau appears, through the assumption
of resonant scattering of sound waves from localized low-
frequency vibrations. Below 1 K, it has been shown that the
tunneling model (TM)20,69 can universally account for the
specific heat and thermal conductivity for structural glasses,
those devoid of long-range orientational and translational
order, in terms of the coexistence of localized tunneling modes

with sound waves which gives rise to a constant density of
tunneling states. The universality of the thermal conductivity
in terms of such a SPM model has been extensively studied
for structural glasses3,20,21 and also recently for OGs.10

The experimental data together with the calculated depen-
dences κ(T ), κph(T ) and κmin(T ) for the thermal conductivity
for the OG states of C6OH and C6CN are shown in Fig. 6.
The most relevant result of this figure concerns the remarkable
similarity of the thermal conductivity for the OGs of both com-
pounds. The obtained SPM parameters (W and C̄) are given
in Table II. It is worth mentioning that at high temperatures
κmin(T ) comes close to the value of heat conductivity for the
OD phase I.

Table II compiles the results obtained from model fits to
experimental data carried out under the assumption of the
SPM through Eq. (6). The similarity between values for the

FIG. 6. (Color online) Thermal conductivity as a function of
temperature for OGs C6OH (empty circles) and C6CN (full dia-
monds). Dash line (magenta color) is the fitted curve κph(T ) using
the soft-potential model. Dotted line (blue color) is minimal thermal
conductivityκmin(T ) accordingly to Cahill-Pohl model. Solid line is
κ(T ) = κph(T ) + κmin(T ).
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TABLE II. Parameters of the SPM obtained from the fits of thermal conductivity data for the OGs C6OH and C6CN. Data from literature
for the OG of ethanol (CH3CH2OH) and freon 112 (CFCl2-CFCl2) are provided for the sake of comparison. The crossover Ioffe-Regel energy
obtained from SPM parameters (ωIR) and from the boson peak frequency (ωBP ) are also given.

ρ cs 	D W/kB ωIR ωBP

Chemical (kg m−3) (m s−1) (K) (K) C × 104 (meV) (meV) Ref.

C6OH 967a 2240b 120c 3.5 4.6 3.63 ≈1.4 This work
115d 3.0e 1.9f

95g 1.8e

C6CN 1070h 2100b 113h 3.5 4.8 3.58 ≈1.4 This work
93d

Ethanol 4 8.8 3.35 3.0 6

Freon 112 2.3 2.8 2.8 ≈3.5 10

aReference 28.
bCalculated from Debye model.
cReference 25.
dFrom the effective Debye density of states g(ω) = 3ω2/ω3

D (see Fig. 2).
eValue estimated from heat capacity of OG (Ref. 31) by means of ωBP = 5Tmax = 21.2 K = 1.8 meV; W = 1.7Tmin = 3.0±0.2 K.
fFrom Raman spectra; see Fig. 3.
gFitting parameter in Eq. (4) to describe high-temperature plateau on κ(T ) (see Fig. 6).
hReference 39.

W parameter for both compounds, which characterizes the
crossover from a regime dominated by phonon scattering by
low-energy excitations to that governed by soft quasiharmonic
vibrations, agrees with the SPM prediction concerning the
onset of the plateau at a temperature T ∼= W/kB . It is also
worth mentioning the similarity of the coupling parameter
C for both compounds, which reveals the virtually identical
scattering of low-energy excitations. This result implies that
the presence of the -O-H and -C≡N groups does not affect
quantitatively such low-energy excitations, which are probably
dominated by the librational modes of the molecular ring.

The Ioffe-Regel crossover is observed in thermal conduc-
tivity as a deviation of κ(T ) from κph(T )(see Fig. 6). According
to the SPM, the Ioffe-Regel crossover, which indicates a
transition into a frequency regime where acoustic waves
experience strong scattering, is given by ωIR = 2(π2C̄)−1/3W .
Accordingly, values for the Ioffe-Regel crossover are found to
be 3.6 meV and 3.5 meV for C6OH and C6CN, respectively.

Fig. 6 shows the temperature region for which the thermal
conductivity follows the universal behavior proposed by the
SPM, about kBT /W � 2, i.e., for temperatures lower than
∼7 K (see Table II).

B. Orientationally ordered phases

The resistive relaxation time τR(ω,T ) for the ordered
phases of C6OH and C6CN can be accounted for in terms
of the action of three mechanisms. These are anharmonic
umklapp processes, with relaxation time τ−1

U , the scattering
by dislocations,τ−1

dis , and the Rayleigh scattering from point
lattice defects,τ−1

imp. Thus, assuming the Matthiesen rule, the
relaxation time can be written as

τ−1
R (ω,T ) = τ−1

U + τ−1
dis + τ−1

imp, (9)

τ−1
U = Bω2T exp

(−EU

T

)
, (10a)

τ−1
dis (ω,T ) = Ddisω, (10b)

τ−1
imp(ω,T ) = Cimpω

4, (10c)

where B represents a frequency factor, EU is the activation
energy of the umklapp processes,Ddisis the scattering strength
for dislocation, and Cimpis the parameter accounting for the
Rayleigh strength. Using Eq. (4) for the whole temperature
range, the coefficient C in Eq. (1) should correspond to
the high-temperature values of κ(T ), i.e., with κCP (T ) (see
Fig. 4). The values of cs and θDwere obtained from the
published specific-heat measurements for C6OH and from
unpublished specific-heat values of C6CN (taken from the
Ph.D. dissertation of J. J. Pinvidic39 kindly provided by
H. Szwarc for the orientationally ordered phase under the
assumption of the Debye model; see Table I).

The values for κCP (T ) for the orientational ordered states
differ from those for OGs by a factor of 0.66 and 1.25 for phases
II and III, respectively, for C6OH and 2.25 for C6CN. After the
evaluation of the κCP (T ) contribution, the κph(T ) component
has been obtained as the difference κph(T ) = κ(T ) − κCP (T )
and is depicted in Fig. 7.

FIG. 7. (Color online) Phonon component [κph(T )] of the thermal
conductivity as a function of temperature for orientationally ordered
phases of cyclohexanol (C6OH) and cyanocyclohexane (C6CN).
Symbols as in Fig. 1. Continuous lines show the fits according to
the Debye-Peierls model.
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TABLE III. Fitted values for parameters describing the thermal conductivity of the orientationally ordered phases according to the
Debye-Peierls model [see Eqs. (9) and (10)]. Sound velocity csand Debye temperature θDwere obtained from specific-heat measurements of
Adachi et al. (Ref. 25) and Pinvidic (Ref. 39).

cs θD B EU Ddis CR

Chemical Phase (m s−1) (K) (×1016 s K−1) (K) (×103) (×1041 s3)

C6OH II 2400 136 1.7 40 1.91 6.8
III 2272 133 1.5 40 6.11 6.8

C6CN II 2400 136 8.5 31 3.5 0

The phonon component of the thermal conductivity, κph(T ),
may be quantified using the Debye-Peierls form given by
Eq. (3). Inserting Eqs. (10) into Eq. (2) through Eq. (9), the
aforementioned parameters were estimated from fits for the
κph(T ) data. Their obtained values are collected in Table III
together with the sound velocity cs and Debye temperature θD .
The data shown in Fig. 7 exemplify the ability of the Debye-
Peierls model to account for the phonon conductivity κph(T )
of the orientationally ordered phases of C6OH and C6CN. The
agreement is especially remarkable at high temperatures, after
the phonon maximum, where the A/T law holds.

As regards the physical meaning of such parameters, notice
that B characterizes phonon-phonon scattering processes,
whereas the parameter A characterizes phonon-phonon scat-
tering process of all sets of phonons, both parameters being
connected as A is proportional B−1.

The figures quoted above show some striking differences. In
particular, the terms describing scattering due to dislocations
for the metastable phase III (Ddis) of C6OH unveil a larger den-
sity of lattice imperfections in its phase III than within phase II.
Such a finding correlates with substantial line broadening in the
diffraction patterns of phase III which was ascribed to sample
strains inherent to the thermodynamic path used to produce
such a phase.30 Microscopically, the physical mechanism
responsible for such a difference can be tentatively ascribed to
the number of conformers in the asymmetric unit. The structure
of phase III exhibits two molecular conformers, the equatorial-
in (H-C-O-H dihedral angle of 60◦) and the equatorial-out
(H-C-O-H dihedral angle of 180◦), whereas in phase II only
one conformer (equatorial-in) is present in the asymmetric
unit. In this respect it is worth pointing out that the increase
of the number of conformers within the asymmetric unit in a
crystal makes it more difficult to find the thermodynamic path
for energy minimization of the system as the temperature is
lowered toward the ordered crystal ground state.70,71

As far as the ordered phase II of C6CN is concerned, the
contribution of the umklapp process is much larger than those
for the orientationally ordered phases of C6OH. Because the
umklapp process is the anharmonic phonon-phonon scattering
process dominant for thermal resistivity providing the T −1

“pure” contribution, it can be concluded that this process is
responsible for the low values of the thermal conductivity of
C6CN beyond the phonon maximum if compared to values
of the orientationally ordered phases of C6OH. In addition,
delving into the details, the T −1 behavior dominates for
T > 70 K. The main difference between both materials at
a molecular level regards the presence of a bulky CN group
carrying out a strong electric dipole moment. One may guess

that, on the grounds of its larger mass than that of the OH group,
the former can more effectively hybridize with the low-lying
lattice modes leading to stronger umklapp processes.

It is also worth mentioning that for the orientationally
ordered phases II and III of C6OH and phase II of C6CN
κmin(T ) values are different, while for the OG states are quite
similar. κmin(T ) for phase III of C6OH is about twice that for
phase II. This can be qualitatively explained by the existence
of optical phonons contributing to the heat transport.72 Under
this assumption, κmin(T ) can be expressed as

κmin(T ) = κCP (T ) + κop(T ), (11)

where κop(T ) is the thermal conductivity contribution from
optical phonons and strongly depends on the geometrical
details of the unit cell of the particular crystal, its temperature
dependence being similar to κCP (T ).

As regards known differences between the crystal ordered
phases let us recall that phase III has a monoclinic cell
(space group Pc) with Z = 4 molecules which pack to form
four-membered hydrogen-bonded chains running along the
crystallographic c axis. Conversely, phase II shows a tetragonal
unit cell (space groupP 4̄21c) with Z = 8 molecules in which
the molecules form hydrogen-bonded tetramer units. There
is one molecule in the asymmetric unit and the hydroxyl
groups of the molecules adopt an equatorial conformation. For
frequencies relevant for heat transport processes, the optical
phonons are expected to involve whole molecule orientational
and translational motions within the unit cell and the number of

TABLE IV. The low-frequency Raman and INS spectrum (cm−1)
of solid cyclohexanol for different temperatures.

Phase III Phase II
Phase I OG OG Z = 4 Z = 8
293 K 220 K 100 K 50 K 100 K 100 K

2 106.2 107.1
4 93.4 84.7
3 78.5 78.4 78.9 83.1 84.2 78.3
5 67 67.3 67.5 67.7 67.4 67.6
7 58.9 118.2
1 49.4 49.8
6 73.3 25.5
10 42.2
11 34.5
8 92.4
9 74.6
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FIG. 8. (Color online) Temperature dependence of the low-
frequency Raman and INS spectrum of solid cyclohexanol.

the local frequencies is given by 3(2z − 1). The low-frequency
Raman spectrum (see Fig. 5) only shows the subset of
Raman-active modes from the spectrum of optical phonons.
The measured Raman frequencies for C6OH are given in
Table IV and then shown in Fig. 8 as a correlation chart. Our
thermal conductivity results show that low-frequency optical
modes in phase II and phase III will influence the value of
κph(T ) although they seem to be more important to explain the
achieved values of κmin(T ).

Before the structural study by Ibberson et al.30 was
available, the larger κ(T ) in phase III than in phase II
was alternatively explained by Andersson et al.,32 under the
assumption that phases II and III are not well-ordered as a
result of a mixture of several conformations for the C6OH
molecule.

V. CONCLUSIONS

The striking differences concerning the extent in temper-
ature of the thermal conductivity plateau for samples under
study are here ascribed to differences in the potential energy
landscapes associated with molecular degrees of freedom

which hybridize with sound modes, and thus provide extra
channels for scattering of long-wavelength phonons. On these
grounds, the large plateau found for several molecular SGs or
OGs is explained as a result of a combination of relaxational
scattering from quasilocal vibrations and phonon scattering
originating from librational motions emerging at the tail of
the density of states.5,7,10 As for the orientationally disordered
phases of C6OH and C6CN, the plateau extension is limited
to a narrow temperature domain, and thus the potential energy
landscape for both compounds should be very close, evidence
which agrees with the similarity of the molecular degrees of
freedom.

Finally, we have also shown that orientational glasses
behave similarly to canonical glass formers as far as the
Ioffe-Regel limit is concerned. The crossover Ioffe-Regel
energy limit obtained from the conductivity data by application
of the soft-potential model does not correlate with the boson
peak energy obtained from inelastic neutron scattering through
the maximum of the g(ω)/ω2 function. As for cyclohexanol
and cyanocyclohexane orientational glasses, the obtained
Ioffe-Regel energy crossover (ωIR) is higher than that of the
boson peak energy (ωBP ), in agreement with the recent results
reported by Ruocco et al.67
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