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Dynamical fluctuations in In nanowires on Si(111)
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Temperature dependence of x-ray-diffraction profiles were measured during the disputed phase transition of
the quasi-one-dimensional metallic nanowire system, In/Si(111). The diffraction intensity due to the interchain
coupling showed a rapid decrease with increasing temperature from 115 to 125 K. In this temperature range,
no significant broadening or diffuse scattering that should result from the fluctuation in the interchain order was
observed. The intrachain structure factor, on the other hand, showed an increase as expected for the lifting of
the Peierls distortion of the chains. We show that the present result is not well described by the order-disorder
scenario. A pseudo-first-order transition mechanism is proposed as an alternative scenario based on the recent
theoretical and experimental results.
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I. INTRODUCTION

As a prototype of quantum nanowires, an array of indium
atomic chains on Si(111) surface has been extensively studied
during the past decade.1 The system exhibits a metal-insulator
transition at 120 K.2–4 The driving mechanism was first
proposed to be a weak-coupling Peierls instability. While
further studies indicated an order-parameter fluctuation near
Tc,5–7 mechanisms based on the Peierls-type Fermi-surface
nesting for the stabilization of the low-temperature (LT) phase
appear to be consistent with a variety of experimental results.
In the context of the Peierls-type continuous transition, the
observed fluctuation may be understood as those inherent to
low-dimensional systems.8 On the other hand, an alternative
scenario was proposed based on a molecular-dynamics (MD)
simulation, in which it was suggested that the transition at
120 K is essentially an order-disorder type and the Peierls gap
is maintained even at temperatures much higher than Tc.9,10

This scenario corresponds to a strong-coupling regime of
the Peierls-type charge-density wave (CDW) transitions,11–13

in which a lattice-entropy-driven order-disorder transition
proceeds at a temperature significantly lower than that for the
electronic transition between the states with gapped and un-
gapped energy bands. The nature and extent of the fluctuation
in the high-temperature (HT) phase has great implications for
the physical properties of recent interests such as non-Fermi
liquidity14,15 and the quantum transport.16,17 Thus the fluctua-
tion effect in this system should be examined quantitatively.

For the structural phase transitions in bulk materials, intense
research on the microscopic mechanism has been made since
around 1960. In the so-called “soft-mode” model,18,19 which
shares many features with the Peierls-type CDW transitions,
it was postulated that a particular phonon mode was softened
with decreasing temperature and eventually frozen in at Tc

to give rise to a static lattice displacement pattern. It turned
out that the model was applicable only to a limited number
of systems. On the other hand, the theoretical description

for the systems with strongly anharmonic potentials was
developed,20 which yielded a “domain-wall” solution that
was adequate to the experimental observations for some
phase transitions. Upon the excitation of domain walls, the
system is characterized by the coexistence of two phases,
thus the properties of the system are similar to those of a
system undergoing a first-order transition. As far as we are
aware, such a first-order-like mechanism has not been very
extensively examined for the surface phase transitions, with a
few exceptions.7,21

The Si(111) surface covered with 1 monolayer (ML)
of In exhibits a sharp (4 × 1) diffraction pattern at room
temperature, where 1 ML is defined as the atom density
of Si(111). The structure model shown in Fig. 1(a), which
consists of one-dimensional (1D) double In chains running
parallel to [1̄10], was found to be in good agreement with
surface x-ray diffraction (SXRD).22 The surface exhibits
three nearly parabolic surface-state bands (m1, m2, and m3)
within projected bulk band gap, giving rise to quasi-1D Fermi
contours.2 The band structure is well reproduced by first-
principles calculations based on the above structure model.23

As to the LT structure, most first-principles calculations
suggested the Peierls-type pairing of the outermost atoms in the
zigzag subchains and the formation of trimers, which induces
a local (4 × 2) structure as shown in Fig. 1(b). The pairing
causes gap formation at X̄′ in two of the surface bands (m2

and m3) but leaves the other (m1) metallic, which disagrees
with semiconducting electronic structure observed by angle-
resolved photoelectron spectroscopy (ARPES),2,4,24 scanning
tunneling spectroscopy (STS)10 and transport experiments17.
The discrepancy was resolved by González et al.,9,25 who
showed that shear deformation of the Peierls-distorted sub-
chains to opposite directions, which yields “hexagons”, forces
an m1-band electron pocket at �̄ to shift above the Fermi level
(EF) and makes the surface insulating. This model was further
supported by a scanning tunneling microscopy (STM) image
simulation.10
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FIG. 1. (Color online) Models for (a) (4 × 1) and (b) trimer (4 ×
2) structures. (c) Possible arrangements of (8 × 2) hexagon model.
The arrows indicate shear displacement vectors. (d) Arrangements
and diffraction patterns for (8 × “2”) (upper panels) and dynamically
fluctuating (4 × 2) chains (lower panel). Phase defects are indicated
by triangles.

The hexagon model is shown in Fig. 1(c). There are two
energetically equivalent (4 × 2) chain structures, here labeled
A and B. Interchain coupling forces the A and B chains to
order alternatively (ABAB . . .), resulting in an (8 × 2) unit
cell. In addition, there is a phase degree of freedom along
the chain, which is here denoted by a subscript i = 1,2. As a
result, there are four symmetrically inequivalent (8 × 2) unit
structures as shown in Fig. 1(c). Note that these four sublattices
are energetically equivalent. Hence structures AiBj (i,j = 1,2)
are randomly intermixed in the actual surface as shown in the
upper panel in Fig. 1(d). As a result the diffraction pattern of
the LT phase gives rise to streaks along h at k = n/2 (n �= 0)
[Figs. 2(a) and 2(b)]. The sharp 1/8-order diffraction spots in
Fig. 2(a) indicate that the alternative ABAB . . . arrangement
is ordered in a long range. The symmetry of the actual LT
structure is denoted as (8× “2”). Previous LEED observations
indicated that the long-range × 8 and × 2 orders disappear
concomitantly.7,26

In the order-disorder scenario,9,10 it is argued that the
system fluctuates dynamically between degenerate ground
states, which should give rise to an “average” (4 × 1) structure
above Tc. The MD simulation employing a (4 × 2) unit cell
showed that the Peierls distortion, and hence the Peierls gap
at X̄′, are maintained at temperatures higher than 200 K.
It also showed that, due to the thermal excitation of shear
phonon modes, the system temporarily visited the state with
a trimerlike structure giving rise to a finite density of states
at EF (pseudogap) at �̄. The result was supported for temper-
atures close to Tc by the weak metallicity observed by STS
at 120 K.10

The order-disorder transition from the LT (8×“2”) to the
average (4 × 1) surface should necessarily be associated with

FIG. 2. (Color online) (a) A LEED pattern of In/Si(111)-(8 × “2”)
surface taken with 90-eV electrons at 47 K. (b) Schematic of the
LT-phase LEED pattern. The spots measured by SXRD are indicated
by alphabets: I (0 1), F (− 1

4 1), E1 (− 1
8 1), E2 (− 5

8 2). Measured line
profiles at (c)1/8-order (E2) and (d) 1/4-order (F) positions along h

(left panels) and k (right panels). Intensities are normalized by the
incident x-ray intensity (I0) measured with an ion chamber. Solid lines
represent Lorentzian (h scans) or Gaussian (k scans) curves fitted to
the profiles.

the interconversion of A and B orientations. This should reduce
the correlation length of the interchain order, resulting in
critical scattering (streaks along h) at the 1/8-order diffraction
spots. In the present work, we have examined the temperature
dependence, in a range of 55–145 K, of diffraction intensities
and profiles during the (8 × “2”)–(4 × 1) transition by SXRD,
which should provide a direct insight into the nature and extent
of the fluctuation and serves as a critical test of the validity
of the order-disorder scenario. In Sec. III A, we describe the
experimental results in detail. In Secs. III A and III B, we
will examine the order-disorder and the pseudo-first-order
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scenarios, respectively, based on the present results as well as
available results of recent theoretical and experimental works.

II. EXPERIMENT

The experiments were performed in an ultrahigh vacuum
chamber mounted on a (2 + 2)-type diffractometer27 at
BL13XU of SPring-8.28 The x-ray wavelength of 1.36 Å
(9.1 keV) and the incident grazing angle of 1.0◦ were used.
The reciprocal-lattice coordinates are here given by the
low-energy electron-diffraction (LEED) convention, where
a unit cell is defined by a = 1

2 [101̄]cubic, b = 1
2 [1̄10]cubic,

and c = [111]cubic. Line profiles are measured along the h

direction ([112̄], perpendicular to the In chain) and along k

([1̄10]) at l = 0.3 reciprocal-lattice units (r.l.u.).
The sample of 30 × 7 mm2 was cut from a nominally flat

Si(111) wafer. Sharp triple-domain (7 × 7) LEED patterns
were observed after flashing at ∼1200 K several times.
Indium was evaporated from an alumina crucible on the
sample kept at 700 K by passing a dc current, which
yielded a nearly single-domain (8×“2”) LEED pattern as
shown in Fig. 2(a) after cooling down to �120 K. Sample
temperature was monitored with a thermocouple welded to a
Mo baseplate. Temperature dependence was measured with the
sample temperature increasing slowly after the closed-cycle
refrigerator was turned off.29 The change of the z coordinate
(∼1 μm/min) due to gradual elongation of the manipulator

rod upon temperature rise was monitored and compensated
for every scan.

III. RESULTS AND DISCUSSION

A. Temperature dependence of the diffraction profiles

Figures 2(c) and 2(d) show the line profiles of the 1/8-
order [E2 in Fig. 2(b)] and 1/4-order (F) diffraction spots upon
elevating temperature. The profiles along h and k are well fitted
with Lorentzian and Gaussian curves, respectively. Traveling
along h is achieved mainly by the sample rotation about the
surface normal, giving rise to a high-resolution profile. The k

scan is associated with the rotation of other axes, unavoidably
associated with a broader instrumental function corresponding
to a transfer width ∼260 Å. Note that the sharp Lorentzian
line shape at low temperatures of E2 along h evidences the
long-range ABAB . . . order.

The peak heights as a function of temperature are shown in
Fig. 3(a). The labels E1(k), etc., denote the k scan for the E1

spot and so on. The height of the integer-order spot increases
gradually by ∼25% from 55 to 140 K. This intensity increase is
due to the x-ray reflectivity change associated with the change
of the incidence angle by ∼0.05◦, which is induced by nonaxial
distortion of the manipulator rod upon temperature rise. Note
that the sample tilting by ∼0.05◦ induces the change of
the in-plane reciprocal coordinates (δh,δk � 5 × 10−5 r.l.u.),
which, however, is negligible as compared with the width

FIG. 3. (Color online) (a) The peak heights normalized to the instrumental functions for the integer (I), 1/4-order (F), and 1/8-order (E1

and E2) spots as a function of temperature. The labels E1(k), etc. denote the k scan for the E1 spot, and so on. Broken lines shown with the
integer- and 1/4-order intensities indicate the intensity variation due to the reflectivity change and the Debye-Waller factor (see text). The
1/8-order intensity is normalized to this intensity variation. Along with the 1/8-order intensity, partial intensity of the LT-phase band measured
by ARPES (Ref. 24) is shown by open circles, and spatial occupation ratio of the insulating domain observed by STM (Ref. 7) are shown by
the solid line. (b) The widths of I, F, E1, E2 along h and k as a function of temperature. (c) The widths of E2 along h measured at the half (low),
one-fifth (middle), and one-tenth (high) of maxima for the h scan. (d) Background intensities determined for the h scans of the 1/8- (E1, E2)
and 1/4-order (F) spots. Dashed lines indicate the calculated intensity of the streaks for the randomly fluctuating (4 × 2) chains.
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of the diffraction profiles. While the change in out-of-plane
coordinate might be larger (δl � 5 × 10−4 r.l.u.), this also
is negligible because the intensity variation along l is very
moderate for surface reciprocal rods as well as for crystal
truncation rods at l = 0.3.

The reflectivity change should also affect on the intensities
of the fractional-order spots. In Fig. 3(a), the variation of the
integer-order spot intensity is shown by broken lines along
with the raw intensities of the 1/4-order spot, F. Note that the
intensity variation due to the Debye-Waller factor is included
in the curve. The intensity change of F below 115 K and above
125 K agrees with that of the integer order spot indicated
by the broken lines, indicating no significant change in the
1/4-order structure. In the temperature range 115–125 K, the
1/4-order intensity increases by ∼30%. The increase implies
the structural change within the (4 × 2) unit cell. We calculated
the difference in diffraction intensity of the (− 1

4 1) spot for
the structure models obtained by first-principles calculation,9

which showed that the intensity from undistorted (4 × 1) is
larger by 41% than that from hexagon (4 × 2), in reasonable
agreement with the observed change.

The heights of the 1/8-order spots E1 and E2 reduce
gradually by ∼40% with increasing temperature from 60 to
∼115 K, and more rapidly from 115 to 130 K, where the
intensity increase of the 1/4-order spot was observed. The
spots are under the detection limit (I/I0 < 5), which is defined
by the noise level, at T � 130 K. Note that the 1/8-order
intensity is normalized to that of the integer-order spot.

The peak widths measured at half maxima along h and
k as a function of temperature are shown in Fig. 3(b). At
lower temperatures, the widths are constant at 0.003 r.l.u.
(integer and 1/4 order) and 0.005 r.l.u. (1/8 order) along h,
which corresponds to correlation lengths of 1100 and 700 Å,
respectively. The shorter 1/8-order correlation length indicates
that a small amount of phase defects such as . . . ABAABA . . .

and . . . BABBAB . . . are formed intrinsically in the (8 × “2”)
phase.

With increasing temperature, the 1/8-order widths along
h are almost constant up to 120 K, at which the intensity is
reduced to ∼70% of that at 100 K. It is above ∼123 K that
the 1/8-order spots are significantly broadened. The width
along h increases to 0.009 r.l.u. at 127 K, above which the
1/8-order spots diminish. In order to examine whether there
is a weak diffuse component, we compare the peak widths
at half, one-fifth, and one-tenth of the maxima [Fig. 3(c)],
which show no hint of a diffuse component below 115 K. The
broadening above 123 K should be ascribed to the reduction
of the correlation length of the × 8 interchain order. The
microscopic mechanism will be discussed below.

B. Order-disorder scenario

The Peierls-type CDW transitions can be classified accord-
ing to the strength of the electronphonon coupling. In the weak-
coupling regime, where the Peierls gap is very small (∼50 meV
at most), the transition may be described by the mean-field
theory and is expected to undergo continuous displacement of
the atoms. In the strong-coupling regime,11–13 characterized by
a larger Peierls gap, the transition temperature expected from
the mean-field theory, Tp, becomes higher than a few hundreds

of K. In such cases, the long-range order of the CDW state can
easily be destroyed by the excitation of a phonon mode that
is not relevant to the Peierls distortion at a temperature much
lower than Tp, thus resulting in an order-disorder transition,
thus giving rise to critical scattering. The mechanism of the
strong-coupling CDW transitions has been well discussed, for
example, for the (001) surfaces of W and Mo.11,30,31

In the scenario proposed by González and co-workers,9,10

it was suggested that the shear phonon mode, which is not
relevant to the Peierls distortion, is thermally excited at
∼120 K, resulting in the metallization of the m3 band, while
the × 2 Peierls distortion is maintained up to much higher
temperatures. Their scenario falls into the strong-coupling
CDW regime.

In their MD simulation,9,10 the (4 × 2) unit cell was
employed, which means that all the double chains fluctuate
among four possible structures (A1, A2, B1, and B2) with
the spatial phase of each double chain synchronized. In the
real (8 × “2”) surface, however, the dynamical fluctuation
should be associated with the destruction of the long-range
interchain (ABAB . . .) order; otherwise the × 8 diffraction
spots would not disappear upon the transition. The × 2
long-range order along the chain direction also disappears at
125 K concomitantly with the × 8 order.7 Hence the dynamical
fluctuation should also destroy the long-range intrachain
order at the same temperature as that for the interchain
order. The destruction of the intrachain order corresponds to
the introduction of phase defects between A and B within
each chain. Thus the anticipated order-disorder transition
should belong to the two-dimensional (2D) Ising universality
class. While the interaction in the directions parallel and
perpendicular to the chains should be anisotropic, this does not
affect on the critical behavior. Note that, while the spatial phase
of each chain is disordered in the LT phase, the concomitant
disappearance of the × “2” streaks and the × 8 diffraction
spots implies that the critical behavior is maintained in the
temperature dependence of the × 8 diffraction features. Since
the AiBj (i,j = 1,2) sublattices are energetically degenerate,
the spatial phase degree of freedom of each chain should not
play any significant role.

The critical scattering theory suggests that the long-range-
order intensity Ilong, the “susceptibility” χ , which corresponds
to the intensity of the diffuse diffraction feature due to the
short-range order, and the correlation length ξ of the short-
range order are scaled to the power of the reduced temperature,
t = (T − Tc)/Tc, as Ilong ∝ (−t)2β , χ ∝ |t |−γ , and ξ ∝ t−ν .
For the 2D Ising universality class, the critical exponents
should be β = 1/8, γ = 7/4, and ν = 1. Empirically, it is well
established that the critical power-law behavior is observed
within a range of about |t | � 0.1 (For a surface example,
see Refs. 29 and 32–34). The temperature range of our data
set corresponds to −0.55 � t � 0.18, which well covers the
critical region.

In Fig. 4, the intensity of the 1/8-order spots, which
represent Ilong for t � 0 and χ for t � 0, and its width,
which represents 1/ξ for t � 0, are plotted again. The width
is constant at 0.0053 r.l.u. up to 115 K, implying that the
long-range order is maintained up to 115 K. The width exhibits
a slight increase above 115 K, and starts to increase more
steeply above 123 K. This may suggest that Tc lies between
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115 and 123 K. Note that the peak heights at 115 and 123 K are
∼95% and ∼45%, respectively, of that at 110 K, which appears
to be unusual for the order-disorder transition since, in usual
cases, the intensity decreases to 10–20% of that in the LT phase
at Tc, at which the width starts to increase. In the present data,
the diffraction spot is observed up to 127 K, which corresponds
to t = 0.06 for Tc =120 K, and is below the detection limit
(I/I0 < 5) at 130 K as shown in Fig. 4(d). This is unexpected
for a usual order-disorder transition. For comparison, in the
case of the 2D Ising transition on In/Cu(001), which was
studied with a nearly identical experimental geometry at
the same beamline, the critical scattering was observed up
to t ∼ 0.25.29 For the four-state Potts model, which is the
other universality class that gives a continuous transition at
surfaces,35 γ =7/6 is expected, which would result in even
more moderate attenuation of the critical scattering.34

We show in Fig. 4(a) the power-law functions fitted to
the data with Tc assumed to be 117, 120.5, and 122 K. The
exponents are fixed at the values for the 2D Ising class. For the
fitting with Tc =117 K, the peak width 1/ξ (t) is fitted properly
for the data above 122 K, but the agreement is very poor for
the peak height above Tc, χ (t). The experimental peak-height
data in the range �120 K varies convex upward, which is
inconsistent with the expected function χ ∝ t−γ . Thus the
Tc < 120 K is highly improbable. For Tc = 120.5 K, the χ (t)
curve shows a significant discrepancy with the data. The fitting
of the χ (t) curve to the data at 123–127 K predicts the peak
height of I/I0 ∼ 30 at 130 K, at which, however, the peak
is below the detection limit. For Tc = 122 K, the agreement
of χ (t) is even worse. In Fig. 4(b), we show the results of the
fitting with the exponents fixed at ν = 2/3 and γ = 7/6, which
is expected for the four-state Potts model. The agreement is
again very poor. We also fitted the power-law functions with
the exponents treated as adjustable parameters [Fig. 4(c)]. The
fitting of 1/ξ (t) yielded ν = 0.3–0.5, which is much smaller
than that expected for the 2D Ising model. The agreement of
the fitting to χ (t) is very poor again; the intensity below the
detection limit at 130 K is incompatible with the curves fitted
to the data for lower temperatures.

Overall, we should conclude that the agreement of the
experimental data with the critical scattering theory for the
order-disorder transition is very poor. The most important
problem is that the peak height is decreased very quickly
above the temperature at which the broadening sets in, which is
inconsistent with any universality class. As a result, the change
in the peak width is observed only in a very limited temperature
range, and hence the fitting to the peak width, which is usually
more reliable in determining the universality class, does not
serve any significant result. It should be concluded that the
critical scattering, if any, associated with the phase transition
studied in the present work is very weak as compared with the
previously established order-disorder transitions at surfaces.

One may argue that the critical scattering might have been
overlooked because the attenuation of χ (t) is unexpectedly
steep for some reason. In order to address this possibility, we
next discuss on the background intensity. Irrespective whether
or not it belongs to any universality class, the dynamical
fluctuation of the interchain order should give rise to streaks at
k = n along h [Fig. 1(d)] complementarily upon the decrease
and disappearance of the 1/8-order diffraction intensity. As far

FIG. 4. (Color online) (a) The power-law curves fitted to the 1/8-
order intensity and width data for T > Tc with the exponents fixed
at γ = 7/4 and ν = 1 and Tc assumed to be 117 (broken curves),
120.5 (dotted curves), and 122 K (dot-dashed curves). (b) The same
as (a) but with the exponents fixed at γ = 7/6 and ν = 2/3. (c) The
same as (a) but with the exponents treated as adjustable parameters.
(d) Profiles of E2 along h at increasing temperatures.

as we are aware, however, the streak at k = n upon the phase
transition has never been reported in the previous diffraction
studies. In the present study, we examined the streaks at k = n

is observed by SXRD. The streaks can be directly monitored
by the increase of the background intensity in the scans along
h shown in the left panels in Figs. 2(c) and 2(d). Figure 3(d)
shows the background intensities determined from the h scans
along the line intersecting the 1/8- and 1/4-order spots. The
background at temperatures lower than 100 K indicates the
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level of the uniform 2D background. While the streak intensity
is expected to be added to this level, no significant increase is
observed.

In order to compare with the measured background, we
calculated the background increase due to the streak. The
intensities of the streaks and 1/4-order spots for completely
disordered (4 × 2) chains were simulated. The absolute streak
intensity was then determined by scaling the calculated 1/4-
order intensities to the corresponding experimental data. Note
that, if the correlation length along the chain direction is
finite, the streaks would be broadened along the direction
perpendicular to the streaks. Hence the correlation length along
the chain direction was set at 30a, where a is the surface lattice
constant of Si(111), which is smaller than that deduced from
the observed maximum width of the 1/8-order spots along k.
This means that the simulation gives the lower limit of the
streak intensity. The calculated streak intensity for completely
disordered chains are shown by the dashed lines in Fig. 3(d).
It is evident that there is no significant fluctuation in the
interchain order in the temperature range 115–130 K where
the 1/8-order structure factor decreases and diminishes. The
result is in accordance with the very weak critical scattering.

We find further difficulty in interpreting the data in terms of
the order-disorder scenario. As shown in Fig. 3(a), the intensity
of the 1/4-order spot shows an increase at 115–125 K that is
consistent with the structural change from (8 × “2”) to (4 × 1).
Note that this change was not reported in the molecular-
dynamics simulation. Along the order-disorder scenario, one
may argue that this structural change corresponds to the shift of
the average atomic positions. However, as already discussed,
Tc of the order-disorder transition cannot be lower than 120 K.
Hence it should be argued that the dynamical fluctuation, if any,
sets in at a temperature higher than the continuous structural
transition. This picture contradicts the strong-coupling CDW
theory, which predicts the order-disorder transition at a
temperature lower than that for the relaxation of the Peierls
distortion.

Thus we must conclude that, while there may be moderate
phonon fluctuation, order-disorder processes should not be the
dominant mechanism of the phase transition.

C. Pseudo-first-order scenario

As discussed in the previous subsection, the SXRD data
do not indicate significant critical scattering. On the other
hand, the relatively large fundamental energy gap of 0.1–
0.3 eV of the LT phase10,17 excludes the possibility of the
(hypothetical) weak-coupling CDW transition, which means
that the change of the 1/4- and 1/8-order structure factors in
the 115–125-K range cannot be addressed to continuous and
uniform displacement of the atomic positions.

Figure 5(a) shows the temperature dependence of the
Landau-Ginzburg-like free-energy functional for a weak-
coupling CDW transition as a function of the order parameter
	, corresponding to a configurational coordinate of the system.
Upon approaching Tc from below, the minimum of the free
energy continuously shifts to 	 = 0, which corresponds to a
metallic phase, resulting in a second-order transition. This is
essentially true for the cases that the free-energy functional
do not have a local minimum at 	 = 0. In the present

Δ Δ

T=0 T=0 

T >T  c T >T  c(a) (b)

(4×1)(8×2)

Free energy Free energy

T~T cT<T c

FIG. 5. (Color online) Schematic free-energy diagram for
(a) a continuous transition expected for a weak-coupling 1D CDW and
(b) continuous relaxation followed by a first-order transition.

system, however, the most recent first-principles total-energy
calculation16 indicates the existence of a local minimum at
	 = 0, corresponding to the metallic (4 × 1) structure. As
a result, the free-energy functional has a form typical of
first-order transitions as schematically represented in Fig. 5(b).
As the temperature increases from T = 0, the minimum is
shifted gradually to smaller 	 to some extent. When the
temperature approaches Tc, however, the first-order process
sets in and the probability density is transferred from the
minimum at (8 × 2) to that at (4 × 1).

In the phase transition with a first-order free-energy
functional,36,37 the critical fluctuation manifests itself pre-
dominantly as propagating nonlinear modes that serve as
domain walls between coexisting phases.38 The propagating
domain walls cause the tunneling between two minima in the
free-energy functional [Fig. 5(b)]. The domain-wall theory
gave a good account of the features observed in many bulk
transitions such as a large quasielastic intensity (“central
peak”) observed in the neutron-scattering spectra, the absence
of significant critical scattering, precursor structures formed
far above Tc, and a finite discontinuity in the microscopic
order parameter.20

For the phase transition in the In chains on Si(111), no
evidence for the finite discontinuity of the average order
parameter has been observed in the present SXRD experi-
ments, which implies that the transition does not belong to the
first-order transition in thermodynamic definition. However,
the present work shows that the structural change undergoes
no significant lattice disordering. This strongly suggests that
the critical behavior is not well described by dynamical phonon
fluctuations as observed in the previous MD simulation with
a minimal system size, but instead the domain walls play a
major role as elementary excitation. The discontinuity in the
average order parameter may be smeared by the finite-size
effect39 associated with a finite density of surface steps,
quasi-one-dimensionality40 or other microscopic reasons,21

thus yielding a pseudo-first-order behavior. It should be noted
that the term “pseudo-first-order behavior” is used here to
emphasize that the microscopic mechanism is governed by
propagating domain walls rather than soft phonons. We show
below that the temperature-dependent behaviors of both the
electronic and structural properties of this system are very
similar to those of a system that undergoes a true first-order
transition.

In their recent temperature-dependent ARPES study, Sun
et al.24 indicated that the well-defined HT and LT surface-
state bands, which exhibited different dispersions not only
near EF but also down to 0.7 eV below EF, coexisted in
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a finite temperature range. Upon changing the temperature,
the observed bands did not show continuous shift, but the
spectral weights of the LT and HT bands changed in a
complementary way. The totally different dispersion down
to higher binding energies between the HT and LT phases
rules out the weak-coupling Peierls model, which predicts
only the change close to EF. The partial intensity of the LT
band measured by ARPES are shown by (red) open circles
in Fig. 3(a), which is in good agreement with the 1/8-order
SXRD intensity. It should be noticed that the increase of
the 1/4-order SXRD intensity undergoes complementarily in
the same temperature range. These indicate that the intensity
change of both the 1/4- and 1/8-order spots are associated
with the concomitant decrease and increase of the (8 × “2”)
and (4 × 1) domains, respectively, in a temperature interval
of ∼20 K. It should be noted that the energy bands in the
coexistence region are sharp. For instance, the width of the
m2 band for the metallic state, δk, at 120 K appears to be no
larger than 0.05 Å−1 (Fig. 3 of Ref. 24), which suggests a large
electronic coherence length (2π/δk ∼ 120 Å) of the metallic
phase even at 120 K.

The STM studies by different groups5–7 indicated the
coexistence of metallic and insulating phases at around the
transition temperature. In the temperature-dependent STM
observations, the fraction of insulating phase decreased steeply
to nearly zero at Tc. We show in Fig. 3(a) the spatial occupation
ratio of the insulating domain observed by STM7 by a solid
curve, which exhibits a good agreement with the 1/8-order
SXRD intensity as well as the partial intensity of the LT-phase
band measured by ARPES. Note that the agreement between
the ARPES and STM data was pointed out previously.24 Lee
et al. argued that the nanoscale inhomogeneity similar to that
observed by STM was also observed in the Monte Carlo
simulation for the second-order transition.6 We point out that,
since phonons do not yield phase separation, the nanoscale
phase coexistence should be a consequence of the excitation of
domain walls. Proliferation of the nanoscale phase coexistence
evidences that a pseudo-first-order mechanism dominates the
system. The STM studies also indicated the formation of
precursor patches of LT structure at temperature as high as
145 K,6 which is often observed for first-order and pseudo-
first-order transitions and explained in a natural way in terms
of the nonlinear modes.20

The STM studies were sometimes criticized that the
domains are pinned by local perturbations such as surface
defects and tip effects. Indeed, the effect of surface defects
has been acknowledged for the phase transition in the α phase
of Sn and Pb on Ge(111).41 It should be noted, however, that
the significance of local perturbation is much different for
each system. In the case of Sn(Pb)/Ge(111)-α, the electronic
stabilization energy in the LT structure is gained over a wide
area of surface Brillouin zone, resulting in a CDW correlation
length as small as the unit-cell size. Due to narrow bandwidth

and a small group velocity near EF, the system is very sensitive
to local perturbations.42 On the other hand, in the case of
In/Si(111), the CDW correlation length estimated from the
band-gap width is much larger (∼100 Å), and hence the system
should be less sensitive to local perturbations.

Note that the domain size of the minority phase observed
by STM in the phase coexistence region appears to be on the
order of ∼10 chain widths,5,7 which is close to the correlation
length deduced from the width of the 1/8-order diffraction
spots observed just before the extinction [Fig. 3(b)]. Therefore
the slight broadening of the 1/8-order spots observed above
115 K would be ascribed, at least partly, to the decreasing
size of the (8 × “2”) domains during the pseudo-first-order
transition process.

IV. CONCLUSION

In conclusion, we have studied the metal-insulator transi-
tion in In nanowires arrayed on Si(111) by SXRD. The result
shows no significant 1D fluctuations of the interchain order
upon the transition from the (8 × “2”) to (4 × 1) phases.
We also observed the increase of the 1/4-order structure
factor concomitantly with the decrease of the 1/8-order
structure factor. Since no finite discontinuity was observed,
the transition is not classified to the first-order ones. Features
such as (1) the lack of significant critical scattering, (2)
no background increase in SXRD profiles, (3) the poor
agreement of the temperature-dependent SXRD profiles with
the critical scattering theory, and (4) the concomitant change
of the LT and HT structure factors at temperatures lower
than that for the peak broadening suggest that the order-
disorder scenario is not applicable to the present system.
We have proposed that the transition is essentially described
in terms of a pseudo-first-order phase transition scenario,
which is consistent with the above results (1)–(4) as well as
(5) the first-order-type free-energy functional deduced from
the first-principles calculation,16 (6) the ARPES observation
of the intensity switching between the well-defined LT and
HT bands,24 (7) the STM observations of domain structures
during the transition,5,7 and (8) the observation of a precursory
structures at temperatures much higher than Tc.5 Simulations
devised to represent the present system would shed a further
light on the critical behavior of this phase transition.
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