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Effects of atomic ordering on the electronic and optical properties of self-assembled
InxGa1−xAs/GaAs semiconductor quantum dots
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We study the effect of atomic ordering on the electronic and optical properties of InGaAs/GaAs semiconductor
nanostructures via atomistic empirical pseudopotentials. We find that ordering sharply increases the polarization
anisotropy and the fine structure splittings, and we explain the underlying physics. We suggest that ordering
may be responsible for some experimental results where large values of these observables have been reported.
We show that ordering pins the polarization into a certain direction that remains robust upon elongation of the
structure—a fact that may be advantageous for use as polarized light sources.
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The phenomenon of spontaneous ordering in ternary alloy
semiconductors AxB1−xC has been extensively studied from
the mid 80’s to the early 90’s1–7 and has led to a solid
understanding of the physics involved. It was shown that
a prevalent type of ordering for [001] crystal growth is
the CuPt-type (L11 structure), where the {111} planes are
fully occupied by either A, B, or C atoms. Deviations
from this long-range order can be quantified by the degree
of ordering η. Generally, an InxGa1−xAs alloy consists of
alternating (111) layers of In(x+η/2)Ga(1−x−η/2), pure As, and
In(x−η/2)Ga(1−x+η/2). For η = 1, the (111) planes are either
Ga-pure or In-pure, while η = 0 corresponds to a random
distribution. While this long-range order is well known in bulk
alloy structures and there exists some level of control to achieve
or suppress ordering via growth conditions, ordering that may
develop inside a nanostructure is a recent topic. Some recent
experiments8–10 have evidenced ordering in nanostructures,
although it remains a difficult task. The volume of a self-
assembled quantum dot (QD) is only very small compared
to the volume of the sample and hence difficult to see via,
e.g., x-ray diffraction. Arguments for the existence of ordered
phases in QDs can be given from thermodynamics.9 It is also
known that extreme strain conditions, as given in a QD, may
favor ordering.11 Besides the arguments based on growth, we
noticed in the optical properties of QDs two facts that elude a
quantitative theoretical description: the measurements of very
large fine-structure splittings12–14 and optical anisotropies.15

It seems that the variations in shape, size, or composition,
we can assume theoretically, are not able to bring theory
and experiment in agreement. One avenue that has not been
explored is the influence of ordering on the QD’s electronic
and optical properties. We undertook this task and show that
ordering leads to a low symmetry point group CS where
the dot-filling material lacks [110]-[11̄0] symmetry. This is
in contrast to nonordered QDs where this symmetry is only
broken via the interfaces. The main consequences are: a closing
of the band gap due to biaxial strain, an increased light-hole
character in the first hole state, very significant increase in the
optical polarization anisotropy, and fine structure splittings.
We compare the atomistic long-range order effect and the
shape elongation effect.

We consider different self-assembled lens-shaped
In0.5Ga0.5As/GaAs QDs with circular and elliptical bases. We

have chosen x = 0.5 to be able to vary η from zero to one. The
circular QDs have a diameter of 20 nm and a height of 3.5 nm.
The elongation is defined as the ratio of elliptic axis along the
[110] and [11̄0] crystal directions, while keeping the volume
constant. The structures are relaxed to minimize the strain
energy using the valence force field method. The single particle
orbitals and energies of the QDs are calculated using the
atomistic pseudopotential approach,16,17 taking strain, band
coupling, coupling between different parts of the Brillouin
zone, and spin-orbit coupling into account. The simulation
cells contain about three million atoms. The Coulomb
and exchange integrals are calculated from the atomic
wave functions,18 and the correlated excitonic states are
calculated by the configuration interaction19 using all possible
determinants constructed from the twelve lowest (highest)
energy electron (hole) states, thus accounting for correlations.

In the bulk zinc-blende material, with Td point group
symmetry, the CuPt-type ordering reduces the symmetry to
C3v (a piezo- and pyroelectric point group). This is also the
symmetry of a [111] grown superlattice. Indeed, this type of
ordering can be viewed as a short period [111] superlattice. It
was shown20 that CuPt-type ordering leads to a Hamiltonian
analogous to the one obtained in the case of strain along the
[111] direction. The degenerate heavy- and light-hole valence
band states split due to ordering in qualitatively the same
way they split under [111] strain. Unlike the case of [001]
strain, where the splitting is due to the biaxial strain, the [111]
splitting is a result of shear strain only. In a nanostructure,
the symmetry is a direct product of the atomistic symmetry
and the symmetry reduction brought about by the interface.
For a Td zinc-blende material with an interface such as the
one encountered in self-assembled dots (e.g., lens-shaped), the
symmetry is reduced to C2v . This latter reduction makes the
[110] and the [11̄0] directions inequivalent (they are equivalent
in the Td bulk). In the case of the ordered structure, we start
from a C3v atomistic symmetry, and the interfaces, i.e., the
macroscopic shape, reduce it to CS , with only one reflection
plane. In Fig. 1, we show two side views of the (110) and (11̄0)
planes cut through the center of a QD with (111) CuPt-like
ordering. The red, blue, and black circles represent the In,
Ga, and As atoms, respectively. It is important to notice that
the (110) plane shows inversion symmetry while no such
symmetry exists in the (11̄0) plane.

241402-11098-0121/2011/84(24)/241402(4) ©2011 American Physical Society

http://dx.doi.org/10.1103/PhysRevB.84.241402


RAPID COMMUNICATIONS

RANBER SINGH AND GABRIEL BESTER PHYSICAL REVIEW B 84, 241402(R) (2011)

[1-10]

[001]

(a) (110) plane

[110]

[001]

[111]

(b) (1-10) plane

(c) (1-10) plane

FIG. 1. (Color) The (a) (110) and (b),(c) (11̄0) planes cut through
the center of a QD with CuPt-type ordering. The red, blue, and
black circles represent the In, Ga, and As atoms, respectively, in
the front surface layer, while light-colored red, blue, and black
circles represent the corresponding atoms one atomic layer beneath
the surface. A schematic for the localization of holes is shown
in (c).

The single particle energies of the first electron state e0

and the first three hole states h0,1,2 as a function of η are
given in Fig. 2(a). The energies of electron states are rather
insensitive to ordering, while hole states show a significant
blueshift. The closing of the band gap with ordering is well
known for semiconductor alloys.7,21–23 However in the bulk-
alloy, this closing is driven by shear strain that splits heavy-
and light-hole states,20 while in the QD, we find the change in
biaxial strain to be the dominant factor. In the QD, the heavy-
and light-hole states are strongly split by confinement and by
the biaxial strain resulting from the pseudomorphic growth.
Ordering increases the amount of biaxial strain, and this occurs
through the interface. The electron states are insensitive to
volume conserving strains, in a first approximation, and exhibit
no significant shift. We also notice an energetic splitting of the
hole P states h1,2 that we will discuss based on an analysis of
the wave functions.

In Fig. 3(a), we plot the state densities of S (h0) and P

(h1, h2) hole states for varying η. The white crosses mark the
center of the dot and show that the hole states shift toward
the [1̄1̄0] direction with increasing η. From the previous
symmetry analysis [Figs. 1(a) and 1(b)], we know that a
broken symmetry along the [110] direction (no mirror plane)
is formally expected. There is, however, a less formal and
more intuitive view to understand this result. The hole wave
functions are mainly localized on the As atoms with some
contributions on the In atoms. Localization of holes on Ga
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FIG. 2. (Color online) Single particle energies (with respect to
the vbm of GaAs) of electron e0 and hole h0,1,2 states as a function of
the degree of ordering (a) in a circular base QD and as a function of
base elongation for η = 0 (b) and η = 1 (c).

is maximally avoided. The existence of pure As, In, and
Ga (111) planes offers to the holes the possibility to localize in
extended In-As layers partly avoiding Ga layers. This situation
is depicted in Fig. 1(c), where the gray stripes represent the
hole density. These holes are mobile within these planes and
will minimize their kinetic energy by delocalizing as much
as possible within the planes, i.e., the density is highest at the
geometric center of each plane. This layered structure, together
with the QD’s shape, leads to the shift along [1̄1̄0]. The effect
on electron states (shown with a lighter color in Fig. 3) is less
pronounced because of their rather small effective mass and
their inability to be localized on the atomic scale.

We further analyze in Fig. 4 the hole wave functions h0,1,2

in terms of their Bloch function character by projecting them
onto heavy- and light-hole bulk states (see, e.g, Ref. 18). The
hole states have in general a dominant heavy-hole character
(80–93%) as a result of confinement and biaxial strain. Indeed,
heavy holes with their purely “in-plane” orbital character,
∓ 1√

2
( | x 〉 ± i | y 〉), are favorable in the QD geometry with

strong confinement in the growth z direction. Accordingly,
light holes, with their contributions from the Bloch z band,
have reduced contributions. The intuitive picture drawn in
Fig. 1(c) suggests that the holes in the ordered structure, with
their localization on “upwards” planes, should have an increase
of the z, and hence light-hole, contribution, compared to the
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FIG. 3. (Color online) Square of the wave functions for different
ordering parameters for QDs with circular base (a) and for elongated
QDs with elongation 0.76 and 1.32 (b). The isosurfaces enclose 75%
of the probability densities.
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FIG. 4. (Color online) Heavy- and light-hole characters of S and
P hole states as a function of η in a QD with circular base (a) and
with elongated base for η = 1 (b) and η = 0 (c).

random alloy case. This is precisely the result of the analysis
in Fig. 4(a), showing growing light-hole contributions with
increasing order. From Fig. 3(a), we know that (111) ordering
favors the P state with lobes oriented along the [11̄0] direction.
From Fig. 4(a), we see that this state (h1) significantly increases
its light-hole character with increasing ordering (like the hole
S state h0). The second hole P state h2 has nearly constant
heavy-hole and light-hole characters as the node along the
[110] direction inhibits the expansion of the wave function
along the planes.

Since the ordering further breaks the [110]-[11̄0] symmetry,
it is interesting to contrast this atomistic effect with the
macroscopic effect of the QD elongation. We show the single
particle energies as a function of QD elongation for the random
alloy in Fig. 2(b) and the fully ordered alloy in Fig. 2(c).
For this volume-conserving elongation, the energy shifts are
generally small. The most significant feature is the anticrossing
and the crossing of the hole P states h1,2 for η = 0 and η = 1,
respectively. As already seen in Fig. 3(a), ordering favors
the P states elongated along the [11̄0]. So a QD elongation
along this direction (elongation < 1) will further split the P

states, while an elongation along [110] will reduce the splitting
until the stats eventually cross, in our case for an elongation
of 1.32. For a random alloy, the states anticross, since they
have the same symmetry (�1) for an elongation around 1.
In Fig. 3(b), we show the results for η = 1 and two large
elongations, 0.76 and 1.44. In both cases, the hole states
follow the elongation. However for elongations between 1.0
and 1.32 ordering wins, i.e., the state h1 is oriented along
[11̄0] although the dot is elongated along [110]. The analysis
of the heavy- and light-hole character is given as a function of
elongation in Figs. 4(b) and 4(c). For the hole S state h0,
the light-hole character increases in case there is ordering
[Fig. 4(b)], but not for the random alloy case [Fig. 4(c)]. So,
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FIG. 5. (Color online) (a),(b) Total polarization of the exciton
emission, (c),(d) fine structure splitting, (e),(f) polarization direction
of the lowest energy bright exciton state. All given for different
ordering parameters (a),(c),(e) and elongations (b),(d),(f).

for elongation to influence the light-hole character of the h0

state, atomic ordering is required. For the hole P states and
η = 1, we see that the P state with a node along [11̄0] (h2

for elongation > 1.32 and h1 for elongation < 1.32) shows
a significant increase of light-hole character. The orthogonal
state with node along [110] has a nearly constant heavy- and
a nearly constant light-hole character.

We further investigated the effect of atomic ordering on
the optical properties in Fig. 5. In Figs. 5(a) and 5(b), we
show the polarization of the excitonic transition defined as
(I110-I11̄0)/(I110+I11̄0), where I110 and I11̄0 are the intensities of
the excitonic emission (summing both bright states) polarized
along [110] and [11̄0]. Using an envelope function description,
polarization anisotropy is understood in the following terms:
The hole states are composed of several envelope functions
| φx 〉, | φy 〉, | φz 〉, each associated with a Bloch function
| x 〉, | y 〉, | z 〉 (where | x 〉 could be oriented along the [110]
direction). The electron is described by a single envelope
function | φs 〉 (to a good approximation). The oscillator
strength is given by the overlap of the hole and electron
envelope function. If a dot is elongated along x, then the hole’s
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| φx 〉-envelope function contribution increases, compared to
the contribution from | φy 〉. For such an elongated QD, the
intensity IX ∝ |〈φx | φs 〉|2 is larger than IY ∝ |〈φy | φs 〉|2,
leading to nonzero anisotropy. This leads to the nearly-linear
slopes in Fig. 5(b). In an envelope function description (k.p),
this is the only effect that leads to anisotropy, and for a random
alloy, it is in the range of −10 to +10% [Fig. 5(b)]. In Fig. 5(a),
we show the effect of the atomic ordering on the polarization.
This purely atomistic effect can boost up the polarization
to 25%. It cannot be understood in terms of the envelope
functions, visible in Fig. 3, but from the symmetry of the
Bloch functions.

In Figs. 5(c)–5(f), we study the optical properties related to
the individual exciton bright states. These two states are split
by the electron-hole exchange interaction, and we calculate
it according to Ref. 18. In Figs. 5(c) and 5(d), we plot the
fine-structure splitting (FSS) for varying η and elongations. For
η = 0, we plot the FSS for different random alloy realization
and obtain FSS between 3 and 8 μeV. For increasing ordering,
the FSS increases significantly to 50 μeV. An influence of
η on the FSS is not surprising: The FSS represents the
inequivalence between the [110] and [11̄0] directions.18 For a
random alloy, this inequivalence is a rather subtle effect that
has two origins. One is an asymmetry in the interfaces of
the QD’s24 (much like in a quantum well, where interfaces
can lower the overall symmetry) that propagates from the
interface to the dot center via strain.24 The second is the random
alloy fluctuations that influences the hole states significantly18

and favor a certain, random direction for the polarization
of the lowest exciton state. In most of the cases, the first
effect, that favors [110] polarization, prevails, and we obtain
[110] polarized lowest exciton states. But in some cases, the

second effect dominates, and the polarization is randomly
oriented. The situation for the ordered alloy is much simpler:
Through atomic CuPt-type ordering, the bulk material has
C3v symmetry, with inequivalent [110] and [11̄0] directions.
This inequivalence does not require asymmetries in remote
interfaces but is atomistically intrinsic.

To fully understand the nonmonotonic dependences in
Figs. 5(c) and 5(d), we show in Figs. 5(e) and 5(f) the
polarization direction of the lower exciton state. The random
alloy favors the [110] polarization, with some exceptions
shown by the open circles. This polarization is quickly rotated
to the [11̄0] direction by an increasing η. In Fig. 5(f), we
show that the elongation smoothly rotates the polarization for
a random alloy. For η = 1, however, even large elongations
fail to change the polarization direction of the lowest exciton
state. The robustness of the polarization direction could be
exploited experimentally to isolate the effect of the ordering.
While the polarization direction rotates smoothly with applied
external electric25 or strain fields,26,27 it should remain locked
for ordered QDs.

In summary, we investigate the effect of atomic ordering
on the electronic and optical properties of InxGa1−xAs/GaAs
self-assembled quantum dots. We find that ordering leads to
large fine-structure splittings and large optical anisotropies,
and we suggest that it could explain experimental results that
remained unmatched by theory until now. Concluding, we shall
remark that ordering may be seen as a disadvantage if QDs with
small fine-structure splittings are the target, but ordering also
favorably removes the uncertainty in fine-structure splittings,
optical anisotropies, and polarization directions encountered in
QDs made of random alloys. Ordering may therefore represent
a new avenue to obtain robust polarized photon sources.
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