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Magnetoresistance effects and phase coherent transport phenomena in a magnetic nonplanar
two-dimensional hole system
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Phase coherent transport phenomena are studied in a magnetic, two-dimensional hole system confined in a
strained InAs quantum-well structure. At low magnetic fields we observe a well pronounced weak antilocalization
signature, demonstrating that magnetic ions in proximity to the itinerant holes preserve phase coherent transport,
although magnetic effects like the anomalous and planar Hall effects are present at low temperatures. From fits
to the conductivity correction, spin and phase relaxation times are extracted in a large temperature range from
200 mK to 16 K. From the dependency of the spin relaxation time on temperature and in-plane magnetic fields,
we conclude that the Dyakonov-Perel mechanism is the dominant spin relaxation mechanism. The metamorphic
growth of the heterostructure causes a nonplanar quantum well that enables the formation of magnetic barriers
in the presence of a parallel applied magnetic field. Transport through these magnetic barriers causes a positive
magnetoresistance superimposed on the weak antilocalization signal.
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I. INTRODUCTION

Spintronics offer novel opportunities for a new generation
of devices combining standard microelectronics with the spin
degree of freedom arising from the interaction between the
spin and charge of the carriers.1–3 Major challenges of spin-
tronics include injection, manipulation, and detection of spin-
polarized carriers. For both fundamental research and device
applications, long spin relaxation times for carriers passing
the crystal are essential. Promising candidates for electrodes
realizing efficient spin injection and spin detection are diluted
magnetic semiconductors4,5 (DMSs) and ferromagnetic (half)
metals.1,6 To manipulate and control the spin of the itinerant
charge carriers, attention is paid to two-dimensional charge
carrier systems confined in semiconductors with strong spin-
orbit interaction (SOI). SOI originates from bulk inversion
asymmetry of the host material, the so-called Dresselhaus spin
splitting7 and from structure inversion asymmetry of the con-
finement potential, the so-called Rashba spin splitting.8,9 SOI
is more important in two-dimensional hole systems (2DHSs)
compared to two-dimensional electron systems (2DESs) in
most of the relevant materials because of the larger effective
mass m∗.10

The SOI strength can be determined from, among other
techniques, the beating pattern in the Shubnikov–de Haas
(SdH) oscillations at larger magnetic fields11–14 or at low
fields from phase coherent transport phenomena such as
weak antilocalization (WAL). At low magnetic fields WAL
competes with the weak-localization (WL) effect.15 The WL
phenomenon emerges in magnetotransport measurements as
a negative magnetoresistance that is caused by constructive
interference of charge carriers scattered by the same group
of defects on time-reversed closed paths. The phase change
induced by a perpendicular magnetic field leads to a reduction
of the constructive interference and accordingly to a negative
magnetoresistance. In contrast, the coupling to the spin part

of the wave function in the presence of SOI leads to a
destructive interference of time-reversed closed paths at zero
magnetic field. It was first investigated in three-dimensional
systems and metal films16 and was subsequently observed also
in two-dimensional charge carrier systems in semiconductor
heterostructures, like the 2DES in GaAs inversion layers17

and in InGaAs/InAs quantum-well (QW) structures.18 In
recent years, 2DHSs in GaAs/AlGaAs QWs (Ref. 19) and
in strained GaAs/InGaAs/GaAs QW structures20 are also in
focus due to their strong SOI strength. WL and WAL were
also observed in diluted magnetic semiconductors, such as
(Ga,Mn)As, demonstrating that phase coherent transport is not
destroyed by magnetic impurities in direct proximity to the
itinerant charge carriers.21 GaMnAs and similar Mn-doped
ferromagnetic semiconductors can be seen as dirty metals
because of the required high doping concentration in the
range of 1021 cm−3 and hence the short mean free path
of the carriers. Consequently, these materials can serve as
ferromagnetic electrodes for spin injection and detection22 but
are less well qualified for spin transport.

In this paper, we investigate the influence of a spatially
separated, thin manganese-doped DMS layer on spin and
phase relaxation times of a high-mobility 2DHS confined in a
strained InAs QW. A unique property of our heterostructure is
that the thin DMS layer, which is insulating at low tempera-
tures, is used to provide the free holes for modulation doping
of the InAs QW.23 The narrow-band-gap semiconductor InAs
as host material of the magnetic 2DHG features advantageous
properties such as a large g factor and large Rashba-induced
spin-orbit coupling.14,24,25 The magnetic impurities in close
proximity to the QW influence the magnetotransport properties
at low magnetic fields and low temperatures, resulting in
hysteretic behavior in longitudinal and transverse resistance.26

Here we focus on the question of what happens to quantum
interference effects if Mn ions are spatially separated but still
in proximity to charge carriers of a high-mobility 2DHS.
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At low temperatures (T < 4.2 K), we observe magnetic
properties such as the anomalous Hall effect (AHE) and
planar Hall effect (PHE), indicating interaction between Mn
ions and free holes. In this temperature range, the WAL
signature seems to have an anisotropic magnetoresistance
(AMR) superimposed on it. Above T � 4.2 K, the AHE
and PHE are suppressed and the phase coherent transport is
uninfluenced. The characteristic spin relaxation time τso is
comparable to the value in nonmagnetic 2DESs (Ref. 25) and
nonmagnetic 2DHSs.19,20

II. SAMPLE DESIGN AND EXPERIMENTAL SETUP

We have investigated the low-field magnetoresistance on
a Mn-modulation-doped InAs/In0.75Ga0.25As/In0.75Al0.25As
QW structure grown by molecular beam epitaxy (MBE).
In Fig. 1(a) the layer sequence is sketched. A composi-
tionally graded metamorphic buffer layer is deposited on
semi-insulating (001) GaAs to form a virtual, lattice-matched
substrate for the In0.75Ga0.25As barrier. The active region
consists of an InAs QW embedded in an In0.75Ga0.25As QW
structure. The thin (7 nm) Mn-doped In0.75Al0.25As DMS
layer providing the carriers for the 2DHS is inserted in the
In0.75Al0.25As barrier at 7.5 nm distance from the 4-nm-wide
InAs QW hosting the 2DHS. The Mn doping concentration
is about 1020 cm−3; the doped layer is grown after the active
region. Since the active layer is grown before the Mn doping
[see Fig. 1(a)] we do not expect the presence of magnetic ions
in the QW or spacer.23 Further details on the heterostructure
and growth can be found elsewhere.23

L-shaped Hall bar devices were defined using standard
photolithography and wet chemical etching along the [110]
and [1̄10] crystallographic directions. The width of the paths
are 200 μm and the distance between adjacent voltage probes
is 1000 μm. In and Zn alloyed at about 350 ◦C is used for
preparation of electrical contacts with Ohmic behavior.

Magnetotransport measurements were performed in four-
probe geometry using standard low-frequency lock-in tech-
niques. The excitation current was 100 nA at a frequency of
19.5 Hz. It was reduced to 50 nA for experiments at millikelvin
temperatures to avoid sample heating. This was controlled by
a careful analysis of the temperature-dependent development
of the amplitude of the SdH oscillation.

Well pronounced integer quantum Hall effect and SdH
oscillations prove the high quality of our samples, as shown
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FIG. 1. (Color online) (a) Scheme of the layer sequence of the
QW structure. (b) AFM image of the anisotropic cross-hatched
surface morphology.

FIG. 2. (Color online) Hall resistance trace ρxy (black line, right
vertical axis) and longitudinal magnetoresistance ρxx for currents
along the anisotropic [110] (red line, left vertical axis) and [1̄10]
(green line, left vertical axis) directions at T = 4.2 K. The inset
shows a magnification of the low-field region of ρxx displaying weak
antilocalization.

in Fig. 2. The straight Hall slope over the whole magnetic
field range and the periodicity in the SdH oscillations
indicate the absence of parallel conductance in the thin DMS
layer, or a second populated subband. In accordance with
previous observations on electronic systems in In0.75Ga0.25As
metamorphic 2DESs,27,28 the longitudinal resistance is
anisotropic. The anisotropy in transport mobility μ can be
associated with a lateral variation of the In concentration,
which reveals different correlation lengths in the [110]
and [1̄10] crystallographic directions.28 This anisotropic
cross-hatched structure is displayed in an atomic force
microscopy (AFM) image in Fig. 1(b).

At T = 4.2 K, the two-dimensional carrier density p =
5.45 × 1011 cm−2 and the mobility μ = 9.7 × 103 and 7.3 ×
103 cm2/V s for the [1̄10] and [110] directions, respectively.

In the low-field region, a WAL signature is observed as
shown in the inset of Fig. 2. The observation of a clear WAL
signature indicates the presence of strong spin-orbit coupling,
as expected for our heterostructure, and exhibits that τe < τφ ,
where τφ is the phase coherence time. At about B = 70 mT a
transition from positive to negative magnetoresistance reflects
a crossover from WAL to WL.

III. MAGNETIC PROPERTIES

At temperatures below 4.2 K and at low magnetic fields,
anomalous hysteretic contributions to the longitudinal and
transversal resistivities are observable in the magnetoresis-
tance traces, indicating spontaneous (ferro)magnetic ordering
in the heterostructure. We attribute the observations to a contri-
bution of the anomalous and planar Hall effects in the Hall re-
sistance ρxy and a superposition of the WAL and an anisotropic
magnetoresistance in the longitudinal resistance in ρxx .26

These effects will be discussed in more detail in the following.
In Fig. 3, we display Hall resistance traces for different

temperatures, revealing at high magnetic field the integer
quantum Hall effect. At low magnetic fields and low tem-
peratures, a local maximum in the magnetoresistance at zero
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FIG. 3. (Color online) Hall resistance traces taken at temperatures
between 100 mK and 1.65 K. Bending and fan out at lower magnetic
fields indicate a superposition of ordinary and anomalous Hall effect.
Upper left inset: Ordinary Hall coefficient RH deduced from 1/B

periodicity of the SdH oscillations (red triangles), RH deduced
from the measured Hall slope (black circles), and anomalous Hall
coefficient RAHE (blue diamonds) as a function of T .

B and an offset in ρxy are observed [Fig. 4(a)]. Both signatures
decrease with increasing T and vanish for T � 4.2 K. These
effects are reminiscent of a PHE in epitaxial (Ga,Mn)As.29 A
careful analysis of ρxy shows hysteretic behavior with respect
to the magnetic field sweep direction, as reported in a previous
publication on a similar sample.26 The presence of the PHE
indicates a spontaneous magnetization in the (001) plane of the
nonplanar heterostructure. We mention that the critical tem-
perature Tc at which the PHE vanishes seems to be distinctly
higher compared to the sample in Ref. 26 with Tc = 600 mK.
In comparison to that heterostructure, our sample has a slightly
higher Mn concentration and slightly lower mobility.

The PHE is mostly accompanied by an anisotropic magne-
toresistance in the longitudinal resistance ρxx . In the sample
investigated here, such AMR, superimposed on a weak antilo-
calization signature, is observed only in the [1̄10] direction
at low magnetic fields and for T < 4.2 K, whereas along the
[110] direction the AMR seems to be almost fully suppressed.
Again, similar behavior has been reported in Ref. 26, but with
a superposition of AMR and WAL along both the [110] and
[1̄10] directions. The difference in the values of Tc and the
suppression of AMR along the [110] direction of the sample
investigated here might be caused by the difference in Mn
doping concentration and mobility and hence changes in the
strength of the WL or WAL effect.

At larger magnetic fields (B < 0.2 T), where the PHE
no longer influences the transverse resistance, ρxy is linear
in B, with a slope reflecting the ordinary Hall coefficient
RH = (pe)−1. Although there is no significant variation in
the low-dimensional carrier density p determined from SdH
measurements (p = 5.35 × 1011 cm−2) for 0.1 < T < 1.6 K,
RH clearly decreases between 0.1 and 6 K and gradually
saturates for higher temperatures as depicted in the inset of
Fig. 3. The Hall coefficient converges to a value of RH ≈
1.21 k�/T, a higher value than expected from the density of
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FIG. 4. (Color online) Low-field region of the Hall trace ρxy

showing a superposition of ordinary, anomalous, and planar Hall
effects. (a) Anomalous and planar Hall effects are reduced by
increasing the temperature from 200 mK to 4.2 K. (b) Longitudinal
resistance for currents along [110] (upper set of traces) and [1̄10]
(lower set of traces) directions for various T . Sweep direction of
the magnetic field is from negative to positive for all measurements
shown.

the SdH oscillations. The temperature dependency of RH can
be attributed to the relation of the anomalous Hall effect to
ρxy , which follows the empirical expression30

ρxy = RHB + RAHEM. (1)

Here the first term is the contribution of the ordinary Hall ef-
fect, usually nearly temperature independent and proportional
to the magnetic field B. The second term is the anomalous
Hall effect and is proportional to the magnetization M of the
system.

The anomalous Hall coefficient RAHE can be described by
means of the longitudinal resistance ρxx :30

RAHE = aρxx + bρ2
xx, (2)

where the linear term originates from skew scattering and the
quadratic term from side-jump scattering and/or additional
intrinsic effects.31 In order to evaluate our data, a temperature-
dependent offset in ρxy [see Fig. 4(a)] must be compensated,
whose origin is ascribed to the superimposed planar Hall
effect. With respect to this temperature-dependent constant
summand, the anomalous Hall constant RAHE can be extracted
from the data using Eq. (1) and the linear and quadratic
contributions of ρxx to RAHE with the help of Eq. (2). The
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temperature-independent values of a and b are 0.2 T−1 and
−8 × 10−5 (T �)−1, respectively. Fits without the quadratic
term differ only marginally from fits with both parameters.
Within the uncertainty of experiment and fit, the quadratic
contribution to RAHE seems to be negligible, and consequently
the anomalous Hall effect is dominated by the skew scattering
in our heterostructure, in accordance with calculations for a
magnetic 2DES with Rashba SOI and pointlike defects in the
weak-scattering limit.31

We observe that the Mn concentration, 2D hole density,
mean free path, and also small variations in the distance
between the 2D system and the magnetic doping layer due
to standard thickness variations in MBE growth strongly
influence the Curie temperature in the doping layer and the
magnetoresistance in our 2DHGs. Whereas the influence of
the long-range-ordered doping layer on the Hall resistance,
mainly the superimposed planar Hall effect, is very robust and
much less influenced by the parameters listed above, ρxx seems
to be very sensitive to small changes in these parameters. Our
results indicate that those small changes can cause hysteretic
AMR effects to compete with WAL signatures.

For both samples, the measured Hall resistivity at T < Tc,
here T < 4.2 K, is a superposition of ordinary, anomalous,
and planar Hall effects, whereas for T > Tc (here T > 4.2 K)
the ordinary Hall effect dominates. This demonstrates that
the additional anomalous contributions to the longitudinal
and transverse resistance are due to magnetic ordering, most
likely in the Mn doping layer. The critical temperature Tc can
be influenced by the Mn doping concentration, as intuitively
expected.

Furthermore, the weak AMR along [110] enables us to
investigate WL effects in this sample and determine the spin
relaxation time τso and phase relaxation time τφ at temperatures
down to 200 mK.

IV. PHASE COHERENCE AND SPIN RELAXATION TIMES
FROM WEAK ANTILOCALIZATION

A WAL signal is observable in the diffusive transport
regime, where the mean free path of the carrier is much smaller
than the phase coherence length. The quantum correction
of the conductivity caused by WL and WAL phenomena is
theoretically described by the models introduced by Hikami,
Larkin, and Nagaoka15 (HLN) and by Iordanski, Lyanda-
Geller, and Perel32 (ILP). A prerequisite for the HLN model
is that the spin-splitting energy is cubic in k, whereas the ILP
model incorporates spin-splitting terms both linear and cubic
in k. If the k-linear terms are neglected, the ILP and HLN
models exhibit the same results. From fitting the experimental
data to the models, the spin relaxation time τso and phase
relaxation time τφ can be extracted.

In the investigated heterostructure only states in the highest
valence band are occupied, which for both InAs and GaAs
QWs are heavy-hole states.10 In contrast to conduction band
states or light-hole states in the valence band, the spin
splitting is determined by k3 terms, k-linear terms have
not to be taken into account.10 Therefore it is appropriate
using the HLN theory to fit the quantum correction to the
magnetoconductivity resulting from the WAL phenomenon
in our magnetic 2DHS.19,20 Prior to the fitting procedure, a

FIG. 5. (Color online) (a) Magnetoconductivity correction
�σxx = σxx(B) − σxx(0) due to WAL for different temperatures in
the low-field region along the [110] direction. For T = 4.2 K,
the measured magnetoconductivity (black) and best fit to the data
(dashed, red line) using the HLN theory are compared. A good
agreement of the WAL model with the experimental data is expected
for |B| < 150 mT, as indicated by the vertical dashed lines.

background consisting of a parabolic negative magnetoresis-
tance was subtracted from the measured data, as can be seen
in Fig. 2. This parabolic background can be attributed either
to carrier-carrier interaction33 or to the presence of a system
with two types of charge carrier with different mobilities.19

The WAL and/or WL correction to the magnetoconductivity,
�σxx = σxx(B) − σxx(0), is plotted for temperatures between
4.2 and 12 K on the example of the [110] direction in Fig. 5.
The WAL signal decreases with increasing temperature and
finally vanishes for temperatures above T > 16 K.

We use the following expression based on the HLN theory to
fit our experimental data and to extract characteristic relaxation
times:15

�σ (B) = −e2
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(3)

The characteristic fields are defined as follows:

He = h̄

4Deτe

, Hφ = h̄

4Deτφ

, Hso = h̄

4Deτso
. (4)

The fields correspond to the scattering times of the elastic
(τe), inelastic (τφ), and spin-orbit (τso) dephasing processes,
respectively. B denotes the external perpendicular magnetic
field, D the diffusion constant, and 	 the digamma function.
As demonstrated exemplarily by the red dashed line in Fig. 5
for data taken at T = 4.2 K on a Hall bar oriented along the
[110] direction, the HLN fits to the magnetoconductivity cor-
rection �σxx are in excellent agreement with the experimental
traces for |B| < 150 mT.

The conductivity minimum occurs according to Eq. (3) at
a field of ≈2Hso if Hso � Hφ .17 The spin relaxation time τso

is nearly temperature independent, because the minima in the
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(a) (b)

FIG. 6. (Color online) (a) Temperature dependence of the charac-
teristic relaxation times for the [110] (filled symbols) and the [-110]
direction (open symbols): spin relaxation τso (red circles) and phase
relaxation τφ times (black squares). (b) τφ is distinguished by a linear
1/T -dependence at higher T and a deviation toward lower values for
T = 1.4K.

experimental traces in Fig. 5 hardly shift with temperature.
The magnitude of the antilocalization peak is determined by
the ratio of Hso/Hφ = τφ/τso. It is clearly visible in Fig. 5 that
the phase relaxation time τφ strongly depends on temperature.

For a more quantitative comparison of the relaxation times
the spin relaxation time τso and phase coherence times τφ

from the HLN fits to the data are plotted as a function of
temperature for both crystallographic directions in Fig. 6(a).
Due to the pronounced superimposed AMR along [1̄10], τφ and
τso are evaluated only for T > 3 K. Along the [1̄10] direction,
τso is about 20% and τφ about 10% lower compared to the
[110] direction, which is consistent with the lower mobility
along the [110] direction. The values of τso are 2.75 and
2.15 ps for the [110] and [1̄10] directions and are nearly
temperature independent. These results strongly points toward
the Dyakonov-Perel (DP) mechanism as the dominant spin
relaxation mechanism, as is assumed in a degenerate charge
carrier system in semiconductors with inversion asymmetry as
is the case for InAs and InGaAs.34 The characteristic fields
corresponding to the SOI can be determined with the help of
Eq. (4) and are determined as Hso = 21.3 mT for the [110] and
Hso = 15.7 mT for the [1̄10] crystal directions.

In Fig. 6(a), the phase relaxation time τφ increases with
decreasing temperature from τφ = 7.4 ps at 4.2 K to τφ = 50 ps
at 200 mK for the [110] direction. For temperatures above
600 mK, 1/τφ is a linear function of T [see Fig. 6(b)]. The
linear temperature dependence of 1/τφ can be explained by
phase relaxation caused by inelastic electron-electron (here
hole-hole) interaction in the investigated temperature range.35

Theoretically, τφ is expected to diverge as T → 0 K. A possible
origin for the deviation from the linear slope in the low-
temperature range (T < 600 mK) could be the superimposed
AMR in ρxx , the intrinsic fields due to the spontaneous
magnetization in the doping layer,36 or the interaction of the
two-dimensional holes with the long-ranged-ordered DMS
layer in close proximity.37,38 We mention that the temperature
of the 2D holes closely follows the bath temperature in the

reported range as it is carefully controlled by the amplitude of
the SdH oscillations.

At low temperature the dephasing rate τ−1
φ of electrons in

a 2DES can be described for σ � e2/h̄ by39–41

τ−1
φ ≈ e2/h̄

σ
ln

(
σ

e2/h̄

)
kBT

h̄
= cT , (5)

with the conductivity σ = epμ. The prefactor c can be
ascertained by the slopes of the traces in Fig. 6(b). The
calculated value [c = 0.048 (K s)−1] is in excellent agreement
with the slope determined from the experimental dephasing
rate τ−1

φ [c = 0.050 (K s)−1] for j ‖ [110]. In the direction
with the higher mobility (j ‖ [110]), a deviation between the
calculated parameter [c = 0.047 (K s)−1] and the value from
the dephasing rate [c = 0.034 (K s)−1] emerges, whose origin
is unclear yet.

In comparison to a 2DEG in an identical heterostructure,
where Hso has been reported to constitute 0.15 mT,25 the
SOI field is more than 100 times larger in the magnetic
2DHS reported here. On the other hand, the value of τso is
comparable to those reported for electron systems in Si-doped
In0.75Ga0.25As/InAs/In0.75Ga0.25As QWs (τso ≈ 3 ps),25 for
hole systems in C-doped GaAs/AlGaAs QWs (τso ≈ 3 ps,
but τφ differ by more than an order of magnitude),19 and
strained GaAs/InGaAs/GaAs QWs (τso ≈ 11 ps).42 A precise
quantitative comparison of the determined relaxation times
with literature values is difficult due to differences in host
materials, symmetry of confinement potentials, and carrier
types and density.

V. INFLUENCE OF THE NONPLANARITY OF THE 2DHS:
MAGNETIC BARRIERS

As mentioned in the previous section, the T dependency of
τso provides an indication of the relevant spin relaxation mech-
anism, and we suggest that the Dyakonov-Perel scattering
dominates as expected theoretically. Studying τso as a function
of the in-plane magnetic field component B‖ is another
possibility to distinguish between the DP and Elliot-Yaffet
(EY) scattering mechanisms.43,44 In order to strengthen our
interpretation that the DP mechanism is dominating, we have
studied the magnetoresistance in tilted magnetic fields.

Magnetoresistance traces taken at T = 4.2 K are shown in
Fig. 7 for a large range of tilt angles 0◦ � α � 88◦ between
the sample normal and the magnetic field, which is tilted in
the [110] crystallographic direction. The magnetoresistance is
plotted versus the perpendicular component of the magnetic
field, B⊥, to evaluate the impact of a parallel field on the
WAL signal. In both crystallographic directions, WL and WAL
signals are robust against tilt angles α ≈ 80◦ with respect to
the sample normal. This proves that both quantum interference
phenomena result from orbital motion of the charge carriers.
The maximum in the resistance denoting the change from
WAL to WL appears at B⊥ ≈ 70 mT and constitutes roughly
the value for 2Hso.

For tilt angles α larger than 80◦ the magnetoresistances for
currents along the [110] and [1̄10] directions (upper and lower
set of curves in Fig. 7, respectively) are significantly different.
In particular, along the [1̄10] direction, further increasing
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B

[110]
α

FIG. 7. (Color online) Tilted field measurements along the [110]
(upper set of traces) and the [1̄10] directions (lower set of traces) at
T = 4.2 K.

the in-plane field unambiguously lowers the critical magnetic
field denoting the transition from WAL to WL and increases
the spin relaxation time from τso = 2.15 ps at 0◦ to τso =
2.75 ps at 88◦. The phase coherence time τφ simultaneously
increases from τφ = 6.8 ps to τφ = 8 ps. The increase in
τso with increasing B‖ indicates that the spin randomization is
reduced and supports our former interpretation that the DP spin
relaxation mechanism dominates. Similar behavior has been
reported for 2DESs in InGaAs/InAlAs QW structures.45 In
systems with EY as the dominating mechanism, the opposite
behavior, a reduction of τso on increasing B‖, is expected.43

The increase in τφ can be explained by squeezing of the wave
function of the 2D holes by larger in-plane fields,46 or it could
be a sign that for large tilt angles the Zeeman energy and SOI
energy are comparable.45

Along the [110] crystallographic direction, the transition
from positive to negative magnetoresistance around 2Hso

seems to have superimposed on it an even stronger positive
magnetoresistance (PMR) for tilt angles α > 80◦. As displayed
in the upper set of traces in Fig. 7, the PMR is strongly
increased for tilt angles larger than 80◦. A shoulder in ρxx is
observed, roughly marking the value of 2Hso, which seems to
shift to lower B⊥ values with increasing tilt angle, consistent
with the finding for the [1̄10] direction. We associate this
PMR with transport through magnetic barriers resulting from
the nonplanarity of the QW hosting the 2DHS.47,48 The
cross-hatched morphology caused by the metamorphic growth
is more pronounced along the [110] direction, as observed in
AFM images of the surface topology [Fig. 1(b)]. The relation
between surface morphology and the undulating shape of the
QW can further be seen from the lower hole mobility for
currents along the [110] direction.

To shed light on the pronounced PMR and the influence
of the anisotropic corrugation in the plane of the 2DHS,
we have investigated the longitudinal magnetoresistance in
the presence of an in-plane magnetic field B‖. Therefore,
additional magnetotransport measurements were carried out
for magnetic field B‖ rotated within the plane of the 2DHS.
We have to distinguish between two principal configurations,
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FIG. 8. (Color online) Longitudinal magnetoresistance at T =
4.2 K by rotating the magnetic field B‖ within the sample plane.
(a) Current j ‖ [110]: WAL signal and maximal PMR are observed
for B‖ along [110] and [1̄1̄0], whereas only WAL signal is present
for B‖ ‖ [1̄10]. The strength of PMR is intermediate for B‖ along
[010] and [1̄00]. (b) Current j ‖ [1̄10]: WAL signal observable for
all orientations of B‖. The sketches indicate the directions of B with
respect to the Hall bar and crystal direction. The contacts used for the
measurements are indicated in red.

with the magnetic field aligned parallel (j ‖ B‖) or perpen-
dicular (j ⊥ B‖) to the current direction. Since the cross-
hatched undulation and (related to this) the hole mobility are
anisotropic between the [1̄10] and the [110] crystallographic
directions, the magnetoresistance for both directions was
measured. The results are plotted for representative magnetic
field configurations (B‖ ‖ 〈100〉 and 〈110〉) in Fig. 8 for (a)
j ‖ [110] and (b) j ‖ [110]. The contact configurations with
respect to crystallographic directions are sketched adjacent to
the panels.

For j ‖ [110] [Fig. 8(a)], the WAL signal has a well
pronounced PMR superimposed on it, if the external magnetic
field is applied along [110] and [1̄1̄0], hence j ‖ B‖. In
contrast, for j ‖ [110] and j ⊥ B‖ only the WAL signature
is observed. If B‖ is neither parallel nor perpendicular to
j ‖ [110], the magnetoresistance is a superposition of the
WAL signature and PMR, whereas the PMR is less pronounced
than when j ⊥ B‖. In the second arrangement, for j ‖ [1̄10]
[see Fig. 8(b)], no significant PMR signal is revealed for any
investigated direction of B‖. The WAL signature is marginally
reduced for B‖ ‖ [1̄10]. We ascribe the superimposed PMR to
classical motion of charge carriers through magnetic barriers
formed by the undulated QW plane.47–49

Even if the external magnetic field is perfectly aligned paral-
lel to the sample surface, the two-dimensional holes experience
a nonzero perpendicular component of the magnetic field Beff

⊥ ,
because of the nonplanarity of the quantum well. The effective
field Beff

⊥ is spatially modulated following the undulating
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shape of the 2DHS related to the cross-hatched morphology.
Charge carriers traveling along the current path experience
the inhomogeneous Beff

⊥ and thus feel magnetic barriers.49

They can pass those directly, if the initial velocity of the
charge carriers perpendicular to the magnetic barriers is high
enough. Charge carriers with lower velocity perpendicular to
the barriers cannot propagate through them. They drift parallel
to the barrier, a behavior caused by the value of E × B.
This explanation is consistent with the experimental data for
j ‖ [110]. A PMR is observable for B‖ ‖ j but not for B‖ ⊥ j

[Fig. 8(a)].
To explain phenomenologically why for j ‖ [110] the PMR

is absent for all angles between the current path and the
in-plane aligned magnetic field, we consider two distinct and
related properties of our heterostructure. The mobility and
consequently the drift velocity are larger for holes traveling
along the [1̄10] direction compared to the [110] direction and
the modulation strength of Beff

⊥ is reduced. This is because
of different undulations along these two orthogonal crystal
directions. The nonplanarity of the quantum film is directly
connected to the surface morphology.28 A measure of the
surface roughness is the one-dimensional root mean square
(rms) roughness, which can be determined from line scans of
atomic force microscopy measurements of the surface. The
averaged rms values are about 0.7 nm for the [1̄10] direction
and about 2.9 nm for [110], with a maximal deviation of a
single scan of ±30% [see also Fig. 1(b)]. The higher drift
velocity together with the lower modulation strength of Beff

⊥
are most likely sufficient that most of the holes propagating
along the [1̄10] direction can pass the “smaller” magnetic
barrier. The behavior is very similar for 2DESs confined in
InAs-based heterostructures.48 There a PMR is observed for
both current directions and it seems to be much stronger than
in our experiment. For a nonplanar 2DEG, the PMR is also
stronger for the less mobile [110] direction and reduced for
the higher-mobility [1̄10] direction.48

VI. CONCLUSION

In conclusion, we have investigated magnetotransport
properties of Mn-modulation-doped, high-mobility 2DHSs.
In addition to the typical two-dimensional behavior, including
SdH oscillations and the quantum Hall effect, a WAL signature
at low magnetic fields has been observed. The presence of
the WAL demonstrates strong SOI in such heterostructures.
Phase coherent transport is not destroyed for T > 600 mK by
the presence of magnetic impurities separated by only a few
nanometers from the itinerant holes. We have observed WAL
signals for temperatures between 200 mK and 16 K and also in
the presence of a parallel applied magnetic field. Below T <

4.2 K, the transverse resistance is a superposition of the normal
Hall effect, AHE, and PHE and the longitudinal resistance a

superposition of the WAL or WL signal and AMR indicating
spontaneous magnetization in the material.

From HLN fits to the conductivity correction, characteristic
phase τφ and spin relaxation times τso have been extracted
and their temperature dependency as well as the influence of
an applied in-plane magnetic field are discussed. From the
temperature dependence of τφ and τso we infer that phase
relaxation is caused by inelastic hole-hole interaction and
the dominating spin relaxation mechanism is the Dyakonov-
Perel mechanism. This assumption is strengthened by the
observation that τso increases with increasing tilt angle in
tilted magnetic fields. The values for τφ and τso are consistent
with those given in the literature. For T > 600 mK, τ−1

φ is
directly proportional to the temperature and hence follows
the theoretically expected trend for inelastic hole-hole inter-
actions. At millikelvin temperatures, we found a deviation
from the linear temperature dependence of τ−1

φ that might
be explained by the influence of the AMR present in ρxx

or by an interaction with the Mn-doped DMS layer. The
saturation of τφ could be further investigated by studying
samples with different magnetic impurity concentrations in
the Mn doping layer, gaining variations in the ferromagnetic
transition temperature Tc.

The magnetoresistance at large in-plane magnetic fields
(B almost parallel to the QW) reveals a superposition of the
WAL signal and a positive magnetoresistance. This PMR is
interpreted as a classical transport effect. The metamorphic
growth causes a cross-hatched morphology leading to a
nonplanar 2DHS. A magnetic field applied parallel to the
QW simultaneously imprints a modulated perpendicular field
that forms magnetic barriers that deflect carriers propagating
parallel to B‖ without sufficient velocity.

In further experiments, it might be interesting to tune
the Rashba SOI term by changing the symmetry of the
confinement potential, either in situ by applying an electric
field perpendicular to the QW via the field effect or by growing
QW structures with different symmetries of the confinement
potentials hosting the 2DHS. The spin relaxation time is a
key property for spintronic devices: an improvement of the
spin relaxation time τso in the present magnetic 2DHS could
be achieved by drastically lowering the width of the current
channel down to a quasi-one-dimensional path as theoretically
predicted50 and experimentally reported for 2DESs.51
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