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Coherent control of a superconducting qubit with dynamically tunable qubit-cavity coupling
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We demonstrate coherent control and measurement of a superconducting qubit coupled to a superconducting
coplanar waveguide resonator with a dynamically tunable qubit-cavity coupling strength. Rabi oscillations are
measured for several coupling strengths showing that the qubit transition can be turned off by a factor of more
than 1500. We show how the qubit can still be accessed in the off state via fast flux pulses. We perform pulse
delay measurements with synchronized fast flux pulses on the device and observe T1 and T2 times of 1.6 and
1.9 μs, respectively. This work demonstrates how this qubit can be incorporated into quantum architectures.
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I. INTRODUCTION

The collective behavior of an interacting quantum system
can often be richer than that of its individual parts, and can
therefore be used to obtain new functionality in experiments
on controlled quantum systems. For instance, the two electron
spin state in semiconductor quantum dots provides robustness
against hyperfine induced dephasing.1 The coupling of a large
number of atoms in a Bose-Einstein condensate to an optical
cavity can be much larger than relatively weak coupling
of any individual atom.2,3 For superconducting qubits, an
artificial V system can be constructed from two strongly
interacting qubits and can be used to create a collective
qubit with tunable dipole coupling to an electromagnetic
field.4,5 Here we demonstrate time-domain operation of a
tunable coupling qubit (TCQ) coupled to a superconducting
cavity, dynamically changing the coupling strength in tens of
nanoseconds while keeping the qubit frequency constant, and
not substantially impacting the coherence of the device. This
allows unwanted couplings to be turned off more effectively
and opens the door for new quantum optics experiments in
which the coupling strength can be varied rapidly.

Circuit quantum electrodynamics (cQED) is a promising
architecture for a quantum computer based on superconducting
qubits.6–8 This architecture, in which qubits are strongly
coupled to a transmission line resonator, provides multiplexed
control and readout, as well as photon-mediated qubit-qubit
interactions needed for multiqubit gates.9,10 Typically, both
single and multiqubit gates are turned off by detuning
the qubits from microwave drives and from other qubit
resonances.9–13 However, with the strong interactions needed
for fast gates, the detuning needed for low error rates can be
quite large, resulting in problems of spectral crowding and
errors from residual coupling. Several approaches have been
taken to tunable coupling, both for direct coupling between
qubits and in a cQED architecture.14–22 The approach of the
TCQ is to use quantum interference of collective states to tune
qubit-cavity coupling rather than an external coupling element.

In previous work we introduced the TCQ and showed how
it interacted resonantly with a superconducting cavity.5 This
qubit consists of two transmon-like pieces directly coupled
by a large capacitor which determines the characteristic
interaction energy h̄J .4,5 By tuning the two lowest transmon-
like energy levels into resonance, the lowest excitation of the
collective system becomes the antisymmetric superposition of

the single transmon excitations, which has no net coupling to
the cavity. By independently tuning the two transmon levels,
both the frequency and coupling of the collective device can be
independently tuned.4 The coupling strength can be changed
adiabatically, compared with J , from zero coupling to the
strong coupling regime by tuning these levels into and out
of resonance with one another. An energy level diagram of
the hybridized states, without any shifts due to the cavity, is
shown in Fig. 1. In this work we use the states |00〉 and |˜10〉
with a transition energy of h̄ω10–00 as the logical states of our
qubit. Both this transition and the |˜20〉–|˜10〉 transition with
energy h̄ω20–10 have low qubit-cavity coupling strengths when
the transmon-like energy levels are in resonance, g10–00 and
g20–10, respectively. Conversely, the |˜01〉–|00〉 and |˜11〉–|˜10〉
transitions, with transition energies h̄ω01–00 and h̄ω11–10 have
high coupling strengths.

In this paper we operate the qubit in the dispersive regime
and demonstrate coherent control while changing the qubit-
cavity coupling strength on time scales suitable for single qubit
gate operations. With two flux control lines, we identify a
contour of constant dressed qubit frequency. Moving along
this contour, we demonstrate that the qubit-cavity interaction
can be turned off by more than a factor of 1500, and that
the qubit transition cannot be driven when this coupling is
off. Moreover, we can dynamically turn the interaction back
on and control the qubit using synchronized fast flux pulses
and rf control pulses. This work lays the foundation for the
practical use of this device in quantum systems.

II. EXPERIMENTAL METHODS AND RESULTS

The superconducting charge qubit used in these experi-
ments is nearly identical to the qubit reported in Ref. 5. The
device is fabricated on a sapphire substrate using electron beam
lithography and a double-angle Al evaporation. The geometry
consists of two islands each connected to a third, common
island via a pair of split Josephson junctions in a SQUID loop.
The TCQ is fabricated in a notch between the center line and
ground plane of a superconducting Nb coplanar waveguide
resonator with a bare resonance frequency of 9.54 GHz and
a Q of 470. The sample box is encased in Eccosorb CR-124
and then cooled to 20 mK in a dilution refrigerator.23 Two
fast flux bias lines connected to separate low-noise current
sources control the flux through the two SQUID loops and
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FIG. 1. (Color online) Energy level diagram for the TCQ showing
the hybridized energy levels when g10–00 ≈ 0. The transitions that
have a high probability of occurring are indicated by arrows. The red,
solid arrows indicate transitions with low coupling strengths and the
blue, dashed arrows indicate transitions with high coupling strengths.
The levels shown here are for the bare energy levels of the device;
there are no effects of coupling to a cavity. In this work the |00〉 and
|˜10〉 states are used as the logical states of the qubit.

are used to change the effective energy of the split junction
pairs. Applying the appropriate flux through the SQUID loops
allows independent control of the coupling strength g10–00 and
qubit frequency ω10–00.

In this work we are mainly concerned with changing
only the coupling strength of the qubit to the cavity while
keeping the qubit frequency fixed. Since the flux controls
allow for a wide range of coupling strengths and dressed
qubit transition frequencies, it is necessary to find the
control subspace that corresponds to constant dressed qubit
frequency. This subspace accounts for any dispersive shifts
due to changes in qubit-cavity coupling. To accomplish this
we use standard dispersive readout techniques of cQED:
monitoring the amplitude and phase of cavity transmission
while applying a second spectroscopy tone. Here though
we keep the spectroscopy tone at a constant frequency of
7.500 GHz while sweeping the two control fluxes. When
the dressed qubit frequency, which is a function of the two
control fluxes, is resonant with the 7.500 GHz spectroscopy
tone, a change in the cavity transmission is measured.7 Over a
wide range of control voltages, it is then possible to extract a
contour that corresponds to where the dressed qubit frequency
is 7.500 GHz; such a contour is shown in Fig. 2(a).

Along this contour of constant qubit frequency, the qubit-
cavity coupling strength g10–00 changes due to the quantum
interference of the two transmon-like halves of the TCQ. In
Fig. 2(b) we measure the frequency response of the qubit while
moving along the parametrized contour and can clearly see that
the dressed qubit frequency remains 7.500 GHz. Moreover,
in this constant power measurement, the amplitude of the
response is related to the coupling strength between the qubit
and the superconducting resonator. When the coupling is small,
little response is seen because the qubit cannot be driven. The
disappearance of a signal corresponds to the situation where
the qubit-cavity coupling is tuned through zero.

Time domain measurements provide a more quantitative
assessment of any residual coupling at the g10–00 = 0 point.
The rate of Rabi driving is proportional to the coupling
strength g10–00 and the applied drive amplitude as per
the equation �Rabi = g10–00

√
n, where n is the number of

drive photons.6 In Fig. 3 we demonstrate Rabi oscillations
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FIG. 2. (Color online) (a) Observed cavity transmission vs the
two control voltages with a fixed spectroscopy tone at 7.5 GHz. Both
the dressed qubit frequency and coupling strength are functions of
the control voltages. The contour shows where the qubit is resonant
with the 7.5 GHz tone and is therefore driven between the ground
and excited states. (b) Measured dressed frequency response of the
qubit while moving along the 7.5 GHz contour in Fig. 1. The dressed
qubit frequency remains constant at 7.5 GHz. The amplitude of the
response is related to the coupling strength between the qubit and
the superconducting resonator. The point where the signal disappears
corresponds to coupling strengths where the qubit cannot be driven
by the spectroscopy tone. The dotted and dashed lines indicate g10–00

control values where the measurements were performed for Fig. 3.

at three different points on the constant frequency contour;
these three points are marked on Fig. 2(b). The ω11–00 transition
is driven using a Gaussian pulse of fixed width σ = 6 ns,
and varying amplitude. Figures 3(a) and 3(b) show Rabi
oscillations at high and medium coupling, respectively. In
the two panels, the oscillation rate is kept nearly constant by
increasing the applied rf spectroscopy power by 10 dB to com-
pensate for the reduction in qubit-cavity coupling. Figure 3(c)
shows the measurement at the g10–00 = 0 point, with 27 dB
more rf power than at the high coupling point. No excitation
is visible. Given the measurement noise, we should easily be
able to detect a tenth of a Rabi oscillation. As a lower bound,
the observed oscillation rate compared to Fig. 3(a), where we
see eight oscillations, is a factor of 80 smaller. The 27 dB
increase in the excitation power corresponds an increase in the
power by a factor of 500 and an increase in the Rabi rate by a
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FIG. 3. (Color online) Rabi oscillations for three different qubit-
cavity coupling strengths and a fixed dressed qubit frequency of
7.5 GHz. The transition is driven using a Gaussian pulse with a fixed
width σ = 6 ns of varying amplitude. (a), (b), and (c) correspond
to the dashed, dot-dash, and dotted lines in Fig. 2, respectively. In
(a) a spectroscopy power of −32 dBm is used. To keep the number
of oscillations approximately the same for the lower qubit-cavity
coupling strength in (b), the spectroscopy power is increased to
−22 dBm. In (c) 27 dBm more power than that in (a) is applied
and no oscillations are observed. Given the measurement noise, we
put a bound of 1/10 of a Rabi oscillation.

factor of
√

500. We therefore estimate that the coupling is at
least 1500 times smaller at the g10–00 = 0 point compared with
the high coupling point. If several qubits were in a single cavity,
this tuning provides protection against cavity-mediated single
qubit gate errors in one qubit while a second qubit is driven.

Statically decoupling qubits from the microwave cavity is
of little use if the coupling strength cannot be dynamically
increased when Rabi driving is desirable. To this end, we
utilize fast flux pulses, created using two analog channels of
a Tektronix 5014 arbitrary wave form generator, to coherently
control qubits that have a rest bias at the g10–00 = 0 point. We
apply synchronized 60 ns flux bias pulses to each control knob
during which the qubit can be driven. To ensure that there are
no slow transients when the qubit is returned to its off state,
we apply an additional flux pulse of the opposite sign, so that
the total integrated flux on each line is zero.24 Qubit control is
performed during the positive flux pulse only. The qubit-cavity
coupling is not perfectly symmetric about the g10–00 = 0 point
because of a difference in the charging energies of the two pairs
of Josephson junctions. The qubit-cavity coupling rate during
the negative flux pulse is therefore lower than that during the
positive flux pulse. Figure 4(a) shows that these techniques can
be used to observe Rabi oscillations starting at the g10–00 = 0
point, but moving to the high g10–00 point for short periods of
time to excite the qubit.

Using these fast flux bias pulses, we first measure T1 by
applying a π pulse that is synchronized with the fast flux
pulse, and measure the qubit excitation probability after a
delay. We measure T2 using a Hahn echo experiment. The qubit
is returned to the g10–00 state after each pulse in the Hahn echo
sequence. The results of these measurements and the pulse
schemes are shown in Figs. 4(b) and 4(c). The measured T1 and
T2 times are 1.6 and 1.9 μs, respectively. The T1 and T2 times
measured at high g10–00 without any fast flux pulses are 1.9 and

(a)

(b)

(c)

0 1 2 3 4 5 6
0

2

4 T
2
 = 1.9 µs

Pulse Delay (µs)

Meas.
Spec.

Flux 1, 2

0 1 2 3 4 5
0

2

4 T
1
 = 1.6 µs

H
o

m
o

d
yn

e 
Vo

lt
ag

e 
(m

V
)

Pulse Delay (µs)

Meas.
Spec.

Flux 1,2

0 0.2 0.4 0.6 0.8 1.0
0

2

4

Pulse Amplitude

FIG. 4. (Color online) (a) Observed Rabi oscillations when the
qubit starts in the g10–00 = 0 state and is simultaneously moved to
a large g10–00 state and driven by a 7.5 GHz Gaussian spectroscopy
pulse σ = 6 ns of varying amplitude. The fast flux pulse is 60 ns
in duration and is followed by an identical pulse of the opposite
sign so that the total pulse integral is zero; these zero integral pulses
help reduce slow transients. (b) Pulsed measurements showing the
probability of the qubit being in the excited state as a function of
delay following a π pulse. The qubit starts in the g10–00 = 0 state and
is excited with a π pulse in the manner described in (a); a pulsing
scheme is included as an inset to the figure. The measured T1 is 1.6 μs.
(c) Hahn echo measurements with the qubit starting in the g10–00 = 0
state. Each of the pulses in the Hahn sequence is synchronized with
a pair of fast flux pulses. A pulsing scheme is included as an inset to
the figure. The measured T2 time is 1.9 μs.

2.8 μs. The slight reduction in the T1 time is due to sensitivity
to high frequency noise introduced by the fast flux pulse. The
larger reduction in the Hahn echo sequence occurs because the
output flux pulses are not entirely symmetric. Both of these
lifetimes may be improved by operating at a flux sweet spot.

The dispersive shift χ on the cavity’s resonance frequency
is dependent on the various energy levels in the system and
their corresponding transition dipoles. Ignoring contributions
from transitions with low probability, the difference in the
cavity transmission frequencies when the qubit is in the ground

or excited state 2χ can be approximated as 2χ ≈ 2g2
10–00

�10–00
−

g2
20–10

�20–10
+ g2

01–00
�01–00

− g2
11–10

�11–10
, where �i−j = h̄(ωij − ωr ) and ωr is

the resonator frequency. While the magnitude of both g10–00

and g20–10 can be extremely small, the other couplings do
not vanish at the same point. In fact, g01–00 and g11–10 are
large because when the dipole coupling of the antisymmetric
state goes to zero, the coupling of the symmetric state is at
its maximum value.5 However, due to the interaction between
the two independent transmon levels, �01–00 �= �11–10. These
nonvanishing terms are accompanied by large detunings and
the result is a small, but nonzero dispersive shift on the cavity.
This enables readout when g10–00 = 0. We do not directly
measure the dispersive shift of the cavity, but using known
device parameters, we estimate 2χ as 0.5 and 2 MHz for the
low and high cavity-qubit coupling strengths used in these
measurements.
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III. CONCLUSION

In multiqubit gate operations, the finite couplings to these
levels will contribute to each qubit’s Stark shift and result in
potentially unwanted phase shifts and residual ZZ coupling.12

This accumulated phase can be corrected for by using a qubit
refocusing pulse, as in NMR experiments.25 It should also be
possible to bias the qubit in a regime where the phase shift
is reduced at the expense of the isolation to off-resonant Rabi
driving. Here we have instead biased for improved single qubit
gate operations, where the ability to tune g10–00 would reduce
crosstalk errors. Other potential uses include a reduction of
the Purcell decay rate and a solution for spectral crowding.
Electromagnetically induced transparency via a V-level energy

configuration, such as the energy levels of the TCQ, offers a
path toward high fidelity, single shot measurement.4,16,26 The
long coherence times and ability to coherently manipulate the
TCQs coupling and frequency on a fast time scale make it a
potentially useful device for experiments in quantum optics
and quantum computing.
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