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Inelastic electron-electron scattering for surface states on Cu(110) and Ag(110)
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Many-body electron-electron scattering contribution to the decay rate of electron and hole excitations on the
(110) surface of copper and silver is calculated within GW approximation for electron self-energy. The band
structure is described using a two-dimensional model pseudopotential, which precisely reproduces the surface
electronic structure at the Y point. Combined with the previously calculated electron-phonon contribution, our
result for the occupied state on Cu(110) agrees well with the available photoemission data.
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I. INTRODUCTION

In recent years many theoretical and experimental studies
were focused on electron dynamics in bulk electronic states,1–6

surface and image potential states on clean metal surfaces,7–15

as well as in excited states in overlayers,16–20 adatoms,21–25

nanoislands,26 and nanopyramids.27 These investigations were
stimulated by the important role of electronic excitations in
various physical and chemical phenomena, such as desorption
process,28 catalytic reactions,29,30 epitaxial growth,31 and
many others. Significant progress has been achieved in the
understanding of different mechanisms of the decay of the
electronic excitations.32,33

Information on the quasiparticle lifetime τ can be derived
from photoemission measurements of the linewidth of the
electron state.32 The linewidth � of such a state is a sum of
contributions of three different processes: inelastic electron-
electron scattering (�e-e), electron-phonon interaction (�e-ph),
and electron-defect scattering (�e-d ). �e-e is temperature
independent, while thermal broadening of the linewidth is
determined by electron-phonon interaction34,35 and scattering
on thermally activated defects.36,37

Most theoretical and experimental investigations of the
dynamics of surface excitations have been carried out for
close-packed surfaces13,14,32,33,35 and only few studies have
been concentrated on open surfaces.38–41 Open surfaces, such
as fcc metal (110) surface or stepped surfaces, are of great
interest, in particular, due to their high catalytic activity.42 Ab
initio computations of lifetimes of excited electrons (holes)
in surface states are time consuming32,33,38 and therefore the
use of simplified models can be efficient in the description
of the excited electron decay mechanisms. Such a model has
been proposed in Ref. 43 for close-packed surfaces. Within
this model the band structure of a surface is described using a
pseudopotential, varying only in the direction, perpendicular
to the surface, while the potential and electron density are
assumed to be constant in the plane parallel to the surface.
This model proved to give �e-e and �e-ph in agreement with
experimental results for surface states32,33 as well as for
image-potential states32,33 in the vicinity of the � point.

The (110) surfaces of fcc metals have a more complicated
electronic structure than the close-packed surfaces. Two
surface states are present in the Y gap on Cu(110) (see
Fig. 1) and Ag(110): the occupied one with energy of
−510 meV39 (Cu) and −0.106 meV44 (Ag) and the unoccupied
one located at 1.7 eV45 (Cu) and 1.6 eV46 (Ag) [energies
are given relative to the Fermi energy (EF )]. The occupied
surface state (SSocc) is localized in the outermost atomic
layer between the atomic chains in the (110) direction, while
the unoccupied one (SSunocc) is mainly localized above the
outermost atomic layer. To illustrate the spatial distribution of
the surface states we show in Fig. 2 charge density distribution
of SSocc (a) and SSunocc (b) on Ag(110), calculated using
density-functional theory (DFT). It should be noted that the
presence of two surface states localized in one gap with
distinct spatial distribution, cannot be described within a
one-dimensional (1D) pseudopotential model,43 because only
one surface state, uniformly distributed in the surface plane,
can be achieved in the 1D model.

In order to study electron and hole dynamics in surface
states on (110) surfaces of fcc metals, a model has been
elaborated in Refs. 47 and 48. This model describes the
electronic structure of (110) surfaces of noble metals by using
a two-dimensional (2D) pseudopotential, varying in directions
[110] (perpendicular to the surface) and [001] (parallel to the
surface). The parameters of the pseudopotential are chosen to
precisely reproduce the experimentally observed (or calculated
from first principles, when experimental data are not available)
energies of both surface states, the gap edges, and the first
image potential state at the Y point. The model has been
used for calculations of electron-phonon coupling strength on
(110) surfaces of noble metals49,50 and proved to give values
of electron-phonon coupling constant in close agreement with
the experiment.39

In this paper we focus on electron-electron scattering.
Inelastic electron-electron scattering is more sensitive to the
accuracy of the description of the phase space of final states
than the quasielastic electron-phonon scattering. As far as the
dispersion of electronic states calculated within this model
has some deviations from that calculated by means of DFT
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(a) (b)

FIG. 1. (Color online) Real band structure of the Cu(110) surface
in comparison with that obtained in the original (a) and modified
(b) pseudopotential models. The real and model-derived projection of
bulk states onto the surface Brillouin zone are represented by the gray
and wave striped areas, respectively. Solid (dashed) lines denote the
real occupied (unoccupied) surface states; squares (circles) describe
the model-derived occupied (unoccupied) surface states. The green
dotted line denotes the model-calculated first image-potential state.
The 2D Brillouin zone is shown in the inset.

or observed experimentally, we modify the pseudopotential
model47,48 to fit the dispersion of electronic states in order
to describe the phase space more accurately. We calculate
electron-electron contributions �e-e to linewidths of excited
electrons and holes in the surface states of copper and silver
within the GW approximation, using the band structure,
obtained in the modified pseudopotential model. Calculations
within the original model are also performed for comparison.

The coordinate system we use is formed by the z axis along
the [110] direction (perpendicular to the surface) and the y and
x axes along the [001] and [110] directions, respectively [see
Fig. 2(a)]. The origin y = 0 is taken at the position of an atom
in the outermost atomic layer. Unless otherwise mentioned,
z = 0 corresponds to the center of the slab. In all equations
atomic units are used; that is, e2 = h̄ = me = 1.

II. METHOD

A. Modifying the 2D potential

The aim of this section is to build a simplified model that
accurately describes the energies of the two surface states and
the edges of the local gap over the Brillouin zone (BZ) of
real metal surfaces. First we have to define what we shall

FIG. 2. (Color online) Ab initio (DFT) calculated charge density
distribution of the occupied (a) and unoccupied (b) surface states on
Ag(110). Gray balls denote the positions of Ag ions. The coordinate
axes x, y, and z are chosen along the [110], [001], and [110] directions,
respectively.

treat as a “real band structure.” The problem is that neither
experimental measurements nor theoretical calculations give
complete information on electronic structure. Experimental
data are usually limited to high-symmetry points and/or
small vicinities around them. Information on the dispersion
of electronic states over the entire BZ can be achieved by
means of DFT calculations, which are known to give an
accurate description of the ground state, but they normally
underestimate the energies of unoccupied states. Thus, to
obtain a maximally complete picture of the band structure we
make a combination of experimental and theoretical results.

First we perform DFT calculations of the surface band struc-
ture of Cu and Ag (110) using the VASP code.51,52 In this plane-
wave basis set code the interaction between ionic cores and va-
lence electrons is described by the projector-augmented wave
(PAW) method.53,54 Generalized gradient approximation55 is
employed to evaluate the exchange-correlation energy. The
33-layer relaxed slabs are used to calculate the surface band
structure for the considered materials. The calculated position
of the lower gap edge and the occupied surface state at
the Y point as well as their dispersion in the vicinity of
Y are in a good agreement with available experimental
data.39,44 However, the energies of unoccupied surface states
are underestimated, yielding 1.5 eV (Cu) and 1.4 eV (Ag),
compared to the experimental results 1.7 eV45 (Cu) and
1.6eV46 (Ag). Therefore, we shift the dispersion curves of
these states upward to reproduce the experimental values at
the Y point. Unfortunately, no experimental value of the upper
gap edge is available; thus, we leave its dispersion curve at
the ab initio value of 4.25 eV (Cu) and 4.0 eV (Ag) at the
Y point. This combination of experimental results and DFT
calculations are later referred to as the real band structure.

As an example we show in Fig. 1 the surface electronic
structure of Cu(110). The Ag(110) surface band structure is
qualitatively similar to the Cu(110) one and it is not shown
here.

Now we turn to constructing a model which accurately
reproduces the real energy spectrum of the surfaces under
consideration.

A good basis for such a model is the 2D pseudopotential,
introduced in Refs. 47 and 48. Within this model calculations
of electronic structure are performed using repeated slabs
separated by vacuum spacings, with a period T in the direction
perpendicular to the surface. In such a model one-electron
wave functions and energies are obtained in the following
form:

�nk(r) = 1

L
ei(kxx+kyy)un,ky

(y,z), (1)

Enk = Enky
+ k2

x

2m∗
n

. (2)

Here and after r = (x,y,z) denotes a 3D vector, L is a
normalization length. The 2D wave vector k = (kx,ky) has
the ky component in the surface BZ (−π

a
< ky < π

a
, where

a is the lattice parameter), the kx component being arbitrary.
Bloch functions un,ky

(y,z) obey the following normalization
conditions:

1

a

∫ a/2

−a/2
dy

∫ T/2

−T/2
dz |un,ky

(y,z)|2 = 1. (3)
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In the slab model wave functions are either even (+) or odd (−)
with respect to the z-mirror plane situated in the slab center,
and hence they can be written as the Fourier expansion

u±
n,ky

(y,z) =
∑
gy,gz

C±
n,ky ,gy ,gz

f ±
gy,gz

(y,z) (4)

in terms of basis functions f ±
gy,gz

(y,z):

f +
gy,gz

(y,z) =
√

δgz

aT
eigyy cos(gzz), (5)

f −
gy,gz

(y,z) =
√

2

aT
eigyy sin(gzz), (6)

where gy = 2π
a

ny , gz = 2π
T

nz (ny ,nz are integer), and

δgz
=

{
1, if gz = 0,

2, if gz �= 0.

The band structure evaluated in this pseudopotential model
is shown in Fig. 1(a). As far as the parameters of the model
were chosen to reproduce the energies of the two surface states,
the gap edges, and the first image-potential state at the Y point,
the energy spectrum obtained in the model precisely coincides
with the real one at this point. As was shown in Ref. 48,
the model-derived charge density distributions of the surface
states are in good agreement with the DFT-calculated ones,
represented in Fig. 2. However, as we move away from the
Y point, the spectrum obtained from the 2D model deviates
from the real one. For example, the width of the local energy
gap becomes overestimated in the model and thus the gap
survives at the � and S points of the surface BZ, while it
should exist only around the Y point. The model adequately
describes the dispersion of the unoccupied surface states in
the vicinity of the Y point [the calculated effective mass of
SSunocc on Cu(110) in the Y� direction, found to be m∗ = 0.94,
is in agreement with the experimental value m∗ = 0.8 ± 0.2
(Ref. 56)], but the effective mass of the occupied state in
the ky direction is overestimated, yielding m∗ = 0.85, which
is significantly higher than the photoemission spectroscopy
result m∗ = 0.2639 as well as our ab initio value m∗ = 0.24.
Moreover, as far as our potential does not depend on the x

coordinate (direction [110]), the effective masses m∗ in the YS
direction are equal to free-electron masses. Below we refer to
the original 2D pseudopotential model,47,48 described above,
as model O.

Discrepancies between the real band structure and that
calculated within the model O may result in inaccuracies
in predicted lifetimes of excitations because of insufficiently
accurate description of the phase space available for tran-
sitions. To overcome this problem we derive a modified
2D-pseudopotential model, which is denoted as model M. The
modification is performed as follows.

To correctly describe the dispersion of surface states and
gap edges in the �Y direction, we make our pseudopotential ky

dependent: At each ky point of interest we fit the parameters to
reproduce the key features (energies of gap edges and surface
states) of the real band structure at this point. Figure 3 shows
that the decrease of the energy gap requires the reduction of
the amplitude of the pseudopotential for ky points away from
Y. The band structure obtained in the model M is shown in

FIG. 3. (Color online) Model pseudopotential for Cu(110) at the
Y point (ky = 0.46 a.u.) and at the middle of the Y� direction (ky =
0.23 a.u.). Vertical lines indicate the positions of atomic layers. The
origin z = 0 corresponds to the outermost atomic layer.

Fig. 1(b). One can see that model M precisely reproduces the
DFT-derived dispersion of the surface states and the gap edges
in the Y� direction.

To fit the dispersion in the [110] direction (kx component of
the wave vector) to the real band structure we set the effective
masses m∗

n �= 1 [Eq. (2)]. The values m∗
n are chosen in the

following way.
First we determine the effective masses of the surface

states and two edges of the gap (see Table I). The dispersion
of the unoccupied surface state and the upper edge of the
gap show parabolic dependence on the momentum along
the entire YS direction, and therefore they are accurately
approximated by effective masses. However, this is not the case
for the occupied surface state and the lower edge of the gap,
since their dispersion deviates significantly from the parabolic
law for energies above EF . However, in the energy region
[Eocc,Eunocc], where the final states for electron (hole) decay
are situated, we can satisfactorily fit the dispersion curves of
the SSocc and the lower gap edge by parabolas with effective
masses m∗

occ and m∗
lower, respectively.

Finally, we need to determine m∗
n for bulk electronic states

above and below the energy gap. The effective masses of the
bulk electronic states above the gap are taken equal to m∗

upper,
while masses of bulk states below the gap change smoothly
from m∗

lower at the gap edge to m∗
0 for the lowest band obtained

in the model. The value of m∗
0 is chosen to fit ab initio data

and is equal to m∗
0 = 1.5 for both Ag and Cu.

TABLE I. Effective masses (in atomic units) of the lower (m∗
lower)

and the upper (m∗
upper) edges of the gap and of the occupied (m∗

occ)

and the unoccupied (m∗
unocc) surface states in the YS direction used in

the model M.

m∗
lower m∗

upper m∗
occ m∗

unocc

Cu(110) 0.42 2.3 0.33 0.95
Ag(110) 0.34 2.4 0.37 0.90

115451-3



S. S. TSIRKIN, S. V. EREMEEV, AND E. V. CHULKOV PHYSICAL REVIEW B 84, 115451 (2011)

One can see from Fig. 1(b) that the modified model de-
scribes the phase space of final states for electron (hole) decay
much better than the model O does. Notable discrepancies
between model M and real band structure in the YS direction
are observed at energies higher than 2 eV, but this does not
affect the phase space. Thus, we expect the model M to give
more reliable results than the model O does.

B. Implementation of the GW method in the
2D-pseudopotential model

Within many-body theory the inelastic electron-electron
scattering contribution to the linewidth � = τ−1 of an electron
state in band i with wave function �0, energy E0, and wave
vector k0 is evaluated as the projection of the imaginary part
of the self-energy operator � onto the state

�e-e
i,k0

= −2
∫∫

[�∗
0 (r)Im�(r,r′; E0)�0(r′)]dr dr′. (7)

In the GW approach57 only the first term in the series
expansion of the self-energy � in terms of the screened
Coulomb interaction W is retained, yielding

Im�(r,r′,E0) =
Enk∈[E0,EF ]∑

n,k

�∗
nk(r′)ImW (r,r′,|E0

−Enk|)�nk(r), (8)

where summation is carried out over all final electronic states
(nk) with energies EF < Enk < E0 for the electron decay or
EF > Enk > E0 for the hole decay. The screened interaction
W is given in linear response theory by

W (r,r′; ω) = V (r − r′) +
∫∫

[V (r − r1)

×χ (r1,r2; ω)V (r2 − r′)]dr1dr2, (9)

where V (r − r′) is the bare Coulomb interaction and
χ (r1,r2; ω) is the linear density-density response function,
which is evaluated from the Dyson-like equation

χ (r1,r2; ω) = χ0(r1,r2; ω) +
∫∫

[χ0(r1,r3; ω)

×V (r3 − r4)χ (r4,r2; ω)]dr3dr4. (10)

Here χ0(r1,r2; ω) is the density-density response function of
a noninteracting electron system:

χ0(r1,r2; ω) = 2
∑
α,kα

∑
β,kβ

θ
(
EF − Eαkα

) − θ
(
EF − Eβkβ

)
Eαkα

− Eβkβ
+ ω + iη

×�αkα
(r1)�∗

βkβ
(r1)�βkβ

(r2)�∗
αkα

(r2). (11)

In this equation α and β indicate the band numbers, kα and
kβ are wave vectors, and η is an infinitesimally small positive
constant.

Equations (7)–(10) contain integrations over the entire 3D
space. The aim of this section is to simplify the calculations
by reducing the dimensions and limits of integrations. This
can be done by exploiting symmetry properties of the model.
It is easy to show that functions χ0(r,r′; ω), χ (r,r′; ω), and

W (r,r′; ω) retain the symmetry of the potential; that is, they
are invariant under translations like

{(x,y,z),(x ′,y ′,z′)} → {(x + dx,y + na,z)(x ′ + dx,y ′

+ na,z′)}, (12)

where dx is arbitrary and n is integer. We introduce the trans-
formation (denoted by tilde) of a function A(r,r′) dependent
on two 3D variables:

Ãq(y,z; y ′,z′) = a

∫
dxeiqxx

∑
n

eiqy (y−y ′−na)A(0,y,z; x,y ′

+ na,z′), (13)

where q = (qx,qy) is an arbitrary 2D wave vector. If a function
A is invariant under translation (12), the function Ãq(y,z; y ′,z′)
depends only on 2D variables and is periodic in y and y ′
with a period of the lattice parameter a. Now we can rewrite
Eqs. (7)–(11) in terms of the transformed functions W̃ , χ̃ ,
and χ̃0. It follows from Eqs. (7) and (8) that the linewidth is
expressed by

�e-e
i,k0

=− 2

a2(2π )2

∫ +∞

−∞
dkx

∫ π/a

−π/a

dky

Enk∈[E0,EF ]∑
n

∫∫ a/2

−a/2
dydy ′

×
∫∫ T/2

−T/2
dzdz′ �iky0,nky

(y,z) �∗
iky0,nky

(y ′,z′)

× ImW̃k−k0 (y,z; y ′,z′; |E0 − Enk|), (14)

where �iky0,nky
(y,z) = uiky0 (y,z)u∗

nky
(y,z). Here Enk is given

by Eq. (2) with non-free-electron effective masses. The
imaginary part of the screened interaction W̃q is given by

ImW̃q(y,z; y ′,z′; ω)

= 1

a2

∑
gy1,gy2

ei(gy1y−gy2y
′)
∫∫ T/2

−T/2
dz1dz2

× V (qx,qy + gy1; z − z1)V (qx,qy + gy2; z′ − z2)

×
∫∫ a/2

−a/2
dy1dy2Imχ̃q(y1,z1; y2,z2; ω)e−i(gy1y1−gy2y2).

(15)

Here V (kx,ky ; z − z1) is the 2D Fourier transform of the bare
Coulomb potential:

V (kx,ky ; z − z1) = 2π√
k2
x + k2

y

e−|z−z1|
√

k2
x+k2

y , (16)

and gyi = 2π
a

ni , where i = 1,2 and ni is integer. The Dyson-
like Eq. (10) is reduced to

χ̃q(y1,z1; y2,z2; ω)

= χ̃0
q (y1,z1; y2,z2; ω) + 1

a2

∑
gy1

∫∫ a/2

−a/2
dy3dy4

×
∫∫ T/2

−T/2
dz3dz4 χ̃0

q (y1,z1; y3,z3; ω)V (qx,qy +gy1; z3−z4)

× ei(y3−y4)gy1 χ̃q(y4,z4; y2,z2; ω). (17)

To calculate the response function of the noninteracting
electron gas χ̃0

q (y1,z1; y2,z2; ω) in terms of wave functions
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(1) derived from our 2D pseudopotential model, we transform
Eq. (11) via Eq. (13), replace summations over wave vectors
kα , kβ by integrations, and perform integrations over x com-

ponents of the wave vectors analytically, using the quadratic
dispersion in the kx direction (2), leaving the integral over ky

for numerical computation:

χ̃0
q (y1,z1; y2,z2; ω) = 2

∫ π/a

−π/a

dky

2π

En1 ,ky <EF∑
n1

∞∑
n2

(
h+

n1,ky ;n2,ky+qy
(q,ω)

+h−
n1,ky ;n2,ky+qy

(q,ω)
)
�n1,ky ;n2,ky+qy

(y1,z1)�∗
n1,ky ;n2,ky+qy

(y2,z2), (18)

where h±
n1,ky ;n2,ky+qy

(q,ω) is

h±
n1,ky ;n2,ky+qy

(q,ω) = m∗
n2

2π
I

(
− m∗

n2
− m∗

n1

m∗
n1

QF
n1ky

+ qx,
m∗

n2
− m∗

n1

m∗
n1

QF
n1ky

+ qx, − m∗
n2

m∗
n1

q2
x + 2

m∗
n2

− m∗
n1

m∗
n1

m∗
n2

× (
En1,ky

− En2,ky+qy
± ω

) ± sgn
(
m∗

n2
− m∗

n1

))
. (19)

Here QF
n1ky

= √
2m∗

n1
(EF − En1,ky

), m∗
ni

are effective masses of energy bands in the kx direction, which have been chosen
according to the procedure described in Sec. II A. We use the notation I for integral, solved analytically

I (α,β,B,±) = limη→0+0

∫ β

α

dx

x2 + B ± iη

=
⎧⎨
⎩

[
arctan

(
β√
B

) − arctan
(

α√
B

)]
/
√

B, if B > 0;

1
2
√|B|

[
ln

∣∣ (β−√|B|)(α+√|B|)
(β+√|B|)(α−√|B|)

∣∣ ∓ iπ (�(α,β,
√|B|) + �(α,β, − √|B|))], if B < 0.

(20)

Here

�(α,β,γ ) =

⎧⎪⎨
⎪⎩

1, if α < γ < β;

−1, if α > γ > β;

0, otherwise.

(21)

C. Details of numerical computations

Calculations are performed in the model of repeated slabs
with thicknesses of 51 atomic monolayers (MLs) separated by
vacuum intervals of 40 interlayer spacings as = a/

√
8. In this

geometry two surfaces of the slab are present and therefore we
have two surface states of each type (SSocc or SSunocc): an odd
one and an even one. The slab thickness of 51 ML prevents
interaction between these surface states. Another feature of
slab geometry is that the projection of bulk states onto the
surface BZ is represented by discrete bands. In the 51-layer
film the average distance between levels at Y is ∼0.07 eV,
which is several times less then the distance from the gap
edge to the occupied surface state. Thus, we expect that the
characteristics of the surface states calculated in this model
will be close to that of a semi-infinite crystal.

To deal with Eqs. (14)–(18) we expand functions
χ̃0

q (y1,z1; y2,z2; ω), χ̃q(y1,z1; y2,z2; ω), W̃q(y,z; y ′,z′; ω), and
�n1,ky1;n2,ky2 (y,z) in Fourier series in terms of basis functions
(5) and (6). For example, we have the following series for W̃q:

W̃q(y,z; y ′,z′; ω)

=
∑
gy,g′

y

∑
gz,g′

z

[
W̃−

q,{gy,gz},{g′
y ,g

′
z}(ω)f −

gy,gz
(y,z)f −∗

g′
y ,g

′
z
(y ′,z′)

+ W̃+
q,{gy,gz},{g′

y ,g
′
z}(ω)f +

gy,gz
(y,z)f +∗

g′
y ,g

′
z
(y ′,z′)

]
. (22)

The 2D Fourier transform of the Coulomb interaction (16) is
expanded in Fourier series

V (kx,ky ; z1 − z2)

=
∑

gz1 ,gz2

[
V −

gz1 ,gz2
(kx,ky)

2

T
sin(gz1z1) sin(gz2z2)

+V +
gz1 ,gz2

(kx,ky)

√
δgz1

δgz2

T
cos(gz1z1) cos(gz2z2)

]
. (23)

Thus, integrations in Eqs. (14)–(18) turn into summations over
reciprocal lattice vectors and hence the integral equation (17)
turns into a matrix equation, which can be easily solved
numerically. We retain five vectors gy in expansion of wave
functions (4) in the y direction (up to |gy | = 4π

a
) and three

vectors in the expansion (22): gy = − 2π
a

,0, 2π
a

, while 92
reciprocal lattice vectors gz were utilized in the expansions
(4), (22), and (23) in the z direction. This number of
vectors is sufficient to obtain reliable results, because higher
harmonics of the wave functions evaluated in our model are
negligible. This fact originates from the smooth form of the 2D
pseudopotential used in this work. Summation in Eq. (18) is
carried out over electronic states n1 lying below Fermi energy
and over states n2 up to energy Emax = 30 eV above Fermi
level. To test the convergence of the computations with respect
to the numbers of reciprocal lattice vectors and maximum
energy Emax used, we doubled each parameter separately and
the change of the calculated linewidth did not exceed 1%.
So, the numerical errors of the computations are negligible
compared to both the usual experimental error bar and errors,
which may be introduced by the model itself.
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TABLE II. Calculated linewidths �e-e (in meV) using both the
original (O) and modified (M) 2D pseudopotentials. The meaning
of the bulk and surface contributions is explained in the text.
The calculated lifetime τcalc (fs) = 658/� (meV) contains electron-
electron contribution from model M and electron-phonon contribution
�e-ph obtained in Ref. 50. The values for Cu(111) and Ag(111) are
taken from Ref. 33.

Cu(110) Ag(110) Cu(111) Ag(111)

Model Contribution occ unocc occ unocc occ occ

Surface 27 14 5.1 20
O Bulk 11 28 1.3 41

Total 38 42 6.4 61

Surface 11 4 1.1 6 10 1.6
M Bulk 10 35 0.8 52 4 0.4

Total 21 39 1.9 58 14 2
�e-ph (T = 0) 9.6 4.2 6.4 2.4 8 4

τcalc (T = 0) (fs) 22 15 79 11 30 110

III. RESULTS AND DISCUSSION

The linewidths of the surface states at the Y point of Cu(110)
and Ag(110) were calculated using both the original (O) and
modified (M) pseudopotential models. The results are given in
Table II. The linewidth of the occupied state is determined
by interband transitions to bulk states (bulk contribution)
and intraband transitions within the occupied surface state
band (surface contribution), while in the case of the unoccu-
pied surface state the excited electron decays only via interband
transitions. In the latter case bulk and surface contributions
correspond to transitions to bulk states and to SSocc bands,
respectively.

As follows from the table, modification of the potential
reduces significantly the contribution of intraband scattering in
the occupied state, which is due to reduction of available phase
space. The total linewidth of the unoccupied states remains
approximately the same, while the ratio between bulk and
surface contributions is changed. Later we discuss only results
obtained in the model M.

Before analyzing the results of the calculations, we point
out the main factors determining electron-electron scattering.
The first factor is the phase space of final states for electron
(hole) transitions which can be qualitatively estimated by the
charge density of final states ρf defined as

ρ
f

ik0
(y,z) = 1

(2π )2

∫ +∞

−∞
dkx

∫ π/a

−π/a

dky

Enk∈[E0,EF ]∑
n

|unky
(y,z)|2.

(24)

Figures 4(a)–4(c) demonstrate ρ
f

ik0
(y,z) as a function of z

with coordinate y fixed at a value, where the initial state has
a distribution maximum. The function ρ

f
unocc(y = 0,z) for the

unoccupied surface states is determined only by bulk electronic
states, because the charge density of the occupied surface states
at y = 0 is equal to zero. The function ρ

f
occ(y = a/2,z) for

occupied surface states includes both bulk states (interband)
contribution and SSocc-band (intraband) contribution. The
latter contribution is smaller by a factor of two than the former
one at the probability maximum point of the occupied surface

(a)

(b)

(c)

(d)

(e)

FIG. 4. (Color online) Charge density of final states ρf
unocc(y =

0,z) for decay of the unoccupied states on Cu and Ag (a); ρf
occ(y =

a/2,z) for the occupied states on Ag (b) and Cu (c), calculated within
model M. ρf is divided into interband (solid lines) and intraband
(dashed lines) contributions for the occupied states. The black dotted
line in (a) shows the localization of the unoccupied surface state
in arbitrary units normalized so as to be plotted on the same scale
as ρf

unocc. The localization of the occupied states coincides with the
intraband contribution to ρf

occ indicated by dashed lines in (b) and
(c). The origin z = 0 corresponds to the outermost atomic layer.
Distribution of ρf

unocc for Ag(110) in the (11̄0) plane averaged over
the [11̄0] direction, calculated within model M (d) and the DFT with
HGH pseudopotential (e). Gray balls denote the positions of atomic
chains in the [11̄0] direction.

state located at z ≈ − 0.1as relative to the outermost atomic
layer.

Figure 4(d) shows the distribution of the charge density
of final states ρ

f
unocc(y,z) for the unoccupied surface state on

Ag(110) in the (11̄0) plane. The corresponding distribution
for SSocc is qualitatively similar to that for SSunocc and is
not shown here. One can see that the maxima of ρ

f
unocc are
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located between the atomic chains, while the minima lie at the
positions of the atomic chains in the [11̄0] direction. Since
our model does not describe the effects of d electrons on
the decay of excitations in the surface states, we compare
the model M pseudopotential charge densities with those
obtained from first-principle calculations, which use pseu-
dopotentials with no d electrons included into the valence
shells. Figure 4(e) shows the DFT-derived function ρ

f
unocc for

Ag(110), calculated by means of the ABINIT58,59 code with
the norm-conserving Hartwigsen-Goedecker-Hutter (HGH)
pseudopotential,60 which considers only the 5s electron as
the valence one, while other electrons are included into the
core. As can be seen in Figs. 4(d) and 4(e) the functions
ρ

f
unocc calculated from model M and the DFT are qualitatively

similar.
The second factor responsible for the decay is the imaginary

part of the screened interaction, ImW̃ , which depends on the
wave vector q and frequency ω. Figure 5 plots local (z = z′)
and nonlocal (z �= z′) functions ImW̃q(y,z; y ′,z′) for different
values of q and ω. Three general trends can be found in Fig. 5:
(1) the higher the frequency ω, the larger is the magnitude of
|ImW̃q(ω)|; (2) small wave vectors (in the x − y plane) cause
long-range interaction in the z direction with large magnitude;
(3) |ImW̃q(ω)| is larger in silver than in copper for the same
values of q and ω. The first trend comes from the properties
of linear response function χ , while the second one follows
directly from the form of the bare Coulomb potential (16). The
last feature is explained by lower electronic density in silver,
which causes weaker screening of the interaction in Ag and
thus stronger scattering.

Now we return to the linewidth results. As can be seen from
Table II, excitations in the unoccupied states decay mostly via
transitions into bulk states. The contribution from transitions
between two surface states is small because these states are
spatially separated, and the phase space volume, where the
lower surface state lies in the gap above EF , is very small. The
linewidth of SSunocc on Ag is 1.5 times larger than the linewidth
of SSunocc on Cu. The reasons of this result can be understood
from the following. As one can see in Fig. 4(a), ρf for SSunocc

on Ag is slightly smaller than that on Cu because of a small
difference in energies of these states. Thus, the difference in
the linewidth may only be caused by greater magnitude of
ImW̃q,ω. Comparison of Figs. 5(a) and 5(b) demonstrates that
|ImW̃q,ω| in Ag is about 1.5 times larger than in Cu for the
same values of q and ω. Indeed, this fact is responsible for the
difference of the decay rates of unoccupied surface states in
Cu and Ag.

Approximately equal contributions have been obtained for
inter- and intraband scattering channels of the occupied states
on both Cu(110) and Ag(110). In this case the two factors
compensate each other. On the one hand, the contribution of
bulk states to the density of final states ρ

f
occ is higher than

the corresponding contribution of the occupied surface state.
Figures 4(b) and 4(c) demonstrate that ρ

f
occ at y = a/2 (where

the occupied surface state is mainly localized) has a larger
contribution from bulk states than from the surface state itself.
On the other hand the intraband scattering occurs with smaller
change of wave vector, and that results in a greater magnitude
of ImW̃ , as one can see in Fig. 5(c).

FIG. 5. (Color online) −ImW̃qω(y,z; y ′,z′) as a function of z

with y = y ′ = 0 (a),(b) and y = y ′ = a/2 (c) for different values
of q and ω. The origin z = 0 corresponds to the outermost atomic
layer. Dashed lines denote local (z = z′) interaction; solid lines
show nonlocal interaction, z′ being fixed at z′ = as/2 (a),(b) and
z′ = −0.1as (c).

The energy of the occupied surface state at the Y point
on the (110) surfaces of Cu and Ag relative to the Fermi
level and the gap edge are similar to those on the respective
(111) surfaces, so it is reasonable to compare them. Intraband
contributions calculated33 for the surface states on Cu(111)
and Ag(111) are approximately equal to that of Cu(110) and
Ag(110), respectively. However, sufficiently larger interband
contributions were obtained on the (110) surfaces. The reason
is twofold. First, the occupied state on (110) penetrates deeper
into the crystal than on (111) that results in larger overlap
with bulk electronic states. Second, the bottom edge of the
gap on (110) has smaller effective mass than that on (111).
This yields smaller wave vectors for interband transitions and
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consequently greater magnitude of the imaginary part of the
screened interaction ImW̃ .

The calculated linewidth of the occupied state on Cu(110)
can be compared with the photoemission value �exp = 48 ±
6 meV at T = 140 K.39 Electron-phonon contribution to the
linewidth for this temperature, accordingly to both the same
experiment and our previous calculations,48 is equal to 17
meV, and thus �calc = �e−ph + �e−e = 38 meV. As far as our
calculations give the lower limit for the linewidth, whereas
the experiment gives the upper one, this may be considered
as a good agreement. The difference of 10 ± 6 meV may
be attributed to electron-defect scattering. It should be noted
that the lifetime of the occupied surface state on Cu(110) has
also been obtained from ab initio calculations,38 τ = 82 fs,
that corresponds to a linewidth � = h̄/τ = 8 meV. This result
differs significantly from our value because an approximation
made in Ref. 38 assumed the self-energy operator to be
equal to that in the bulk crystal. Consequently, the intraband
scattering and the change of screening in the surface region
were not accounted for. We find that the value of Ref. 38 is
just 3 meV smaller than our result for interband contribution.
This difference may be attributed to neglecting the role of the
surface in screening of the Coulomb interaction, because, as
one can see from Fig. 5(c), |ImW̃ (y = y ′ = a/2)| is slightly
larger in the surface region than in the bulk.

IV. CONCLUSIONS

We have developed the method of calculating many-body
electron-electron scattering contribution to the linewidth of
electrons and holes in surface states on the (110) surfaces of
fcc metals, based on recently elaborated 2D pseudopotential
model. We have modified this model to reproduce correctly
the dispersion of surface states and bulk gap edges. On the
basis of this method we have performed a comparative study

of many-body electron-electron scattering for electrons and
holes in the surface states on Cu(110) and Ag(110). We find
that the excited electrons in the unoccupied states have larger
linewidths than holes in the occupied states because of their
higher binding energy and, respectively, bigger phase space for
electron transitions. The linewidth of the unoccupied surface
state on Ag(110) is larger than on Cu(110) because of weaker
screening in Ag. Another feature of the unoccupied state is
that the excited electrons decay mostly via transitions into
bulk states. The contribution of electron-electron scattering
into the lower surface band is small due to little overlap of the
surface states and small phase space for electron transitions
to this band. Equal contributions are obtained for inter- and
intraband scattering of the excited holes. We have also shown
that the excited holes on Cu(110) decay faster than on Cu(111)
due to a bigger interband contribution. The linewidth of a hole
on Ag(110) is small because it lies close to Fermi level, and it is
practically equal to that of the � surface state on Ag(111). Our
value �e-e in combination with the calculated earlier electron-
phonon contribution �e-ph gives the linewidth of the occupied
surface state on Cu(110) in a good agreement with available
photoemission data. The developed method together with the
previously proposed method for calculating electron-phonon
scattering makes it possible to comprehensively describe the
quasiparticle excitations on (110) noble metal surfaces.
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A. Leonardo, S. V. Eremeev, E. V. Chulkov, and Ph. Hofmann,
Phys. Rev. B 75, 153404 (2007).

37S. V. Eremeev and E. V. Chulkov, Phys. Solid State 51, 854
(2009).

38R. Keiling, W.-D. Schöne, and W. Ekardt, Chem. Phys. Lett. 354,
376 (2002).

39P. Straube, F. Pforte, T. Michalke, K. Berge, A. Gerlach, and
A. Goldmann, Phys. Rev. B 61, 14072 (2000).

40A. Mugarza, A. Mascaraque, V. Repain, S. Rousset, K. N. Altmann,
F. J. Himpsel, Yu. M. Koroteev, E. V. Chulkov, F. J. Garcı́a de Abajo,
and J. E. Ortega, Phys. Rev. B 66, 245419 (2002).

41S. M. Dounce, M. Yang, and H.-L. Dai, Phys. Rev. B 67, 205410
(2003).

42G. A. Somorjai, in Elementary Reaction Step in Heterogeneous
Catalysis, edited by R. W. Joyner and R. A. Van Santen (Kluwer,
Dordrecht, 1993), p. 3.

43E. V. Chulkov, V. M. Silkin, and P. M. Echenique, Surf. Sci. 391,
L1217 (1997); 437, 330 (1999).

44A. Gerlach, G. Meister, R. Matzdorf, and A. Goldmann, Surf. Sci.
443, 221 (1999).

45O. Zeybek, A. M. Davarpanah, and S. D. Barrett, Surf. Sci. 600,
5176 (2006).

46A. Goldmann, V. Dose, and G. Borstel, Phys. Rev. B 32, 1971
(1985).

47S. S. Tsirkin, S. V. Eremeev, and E. V. Chulkov, Phys. Solid State
52, 188 (2010).

48S. S. Tsirkin, S. V. Eremeev, and E. V. Chulkov, Surf. Sci. 604, 804
(2010).

49S. V. Eremeev, S. S. Tsirkin, and E. V. Chulkov, JETP 110, 788
(2010).

50S. V. Eremeev, S. S. Tsirkin, and E. V. Chulkov, Phys. Rev. B 82,
035424 (2010).

51G. Kresse and J. Hafner, Phys. Rev. B 48, 13115 (1993).
52G. Kresse and J. Furthmüller, Comput. Mater. Sci. 6, 15 (1996).
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