
PHYSICAL REVIEW B 84, 113201 (2011)

Vacancy induced half-metallicity in half-Heusler semiconductors
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First-principles calculations are performed to investigate the effect of vacancies on the electronic structure and
magnetic properties of the two prototypical half-Heusler semiconductors NiTiSn and CoTiSb. The spin degeneracy
of the host materials is broken for all types of isolated vacancies under consideration, except for Ni-deficient
NiTiSn. A half-metallic character is identified in Sn-deficient NiTiSn and Co/Ti/Sb-deficient CoTiSb. We can
explain our findings by introducing an extending Slater-Pauling rule for systems with defects. A ferromagnetic
ordering of the local moments due to double exchange appears to be likely.
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The half-Heusler alloys form a family of materials with
AgAsMg-type C1b structure and stoichiometric composition
XYZ, where X and Y are usually transition metals and Z is
an sp element. If the number of valence electrons of the half-
Heusler alloy XYZ is 18, a gap is opened at the Fermi level by
strong d-d hybridization between the X and the Y atoms.1–3

A nonmagnetic semiconducting ground state survives even in
the presence of transition metals with open d shells. Recently,
great interest has focused on the half-Heusler semiconductors
with 18 valence electrons, which comprise promising candi-
dates for high-performance thermoelectric materials,4–7 half-
metallic dilute magnetic semiconductors,8–12 and the recently
discovered three-dimensional topological insulators.13–15

One important feature of the 18-electron half-Heusler
semiconductors is the coexistence of open d shells and a non-
magnetic ground state. As a direct result, the spin degeneracy
is sensitive to defects, disorder, and dopants. This fact has
been exploited to develop new types of dilute magnetic
semiconductors. For example, replacement of Ti by other 3d

transition elements in semiconducting NiTiSn and CoTiSb
results in a new type of dilute magnetic semiconductor
with half-metallic properties.8–12 Particularly, the high Curie
temperature (>700 K) and small lattice mismatch in Fe-
substituted CoTiSb makes the compound to a serious candidate
for applications in magnetoelectronics and spintronics.10,11

Vacancies are point defects that occur inherently in all
crystalline materials, with equilibrium concentrations of up
to 0.1%.16,17 Vacancy induced magnetism in metal oxides has
been a topic of intensive research in recent years.18–21 In the 18-
electron half-Heusler semiconductors, vacancies are likewise
expected to heavily influence the electronic structure and
magnetic behavior. Experimental investigation with atomic
resolution is possible by state-of-the-art positron annihilation
spectroscopy.22,23

In this paper, the effect of vacancies on the prototypical
18-electron half-Heulser semiconductors NiTiSn and CoTiSb
is analyzed by means of first-principles calculations. Local
magnetic moments are induced in the nonmagnetic host
around all the addressed vacancies except for Ni deficiency
in NiTiSn. In addition, a half-metallic character is reflected
by the electronic structures of Sn-deficient NiTiSn as well
as Co/Ti/Sb-deficient CoTiSb. It will be necessary to extend
the Slater-Pauling rule to fully explain the observed vacancy
effects. The tendency of the vacancy induced local magnetic

moments toward a long-range ferromagnetic ordering will be
discussed in terms of the exchange mechanism and the possi-
bility of percolation of the exchange interaction.

The characteristic crystal structure of half-Heusler alloys
with space group F 4̄3m can be described in terms of three
interpenetrating fcc lattices with atomic positions X (0,0,0),
Y (0.25,0.25,0.25), and Z (0.75,0.75,0.75) (see Fig. 1). Full
potential linearized augmented plane-wave calculations are
performed, making use of the WIEN2K package,24 which
treats magnetic systems with a high accuracy.25,26 We use
2 × 2 × 2 supercells containing 32 XYZ primitive cells to
simulate the dilute limit of the magnetic system. The valence
states of the involved elements are Ni 3p63d104s24p6, Ti
3s23p63d104s24p6, and Sn 4p64d105s25p65d10. Moreover,
we set Rmt = 2.1 a.u., RmtKmax = 7, and lmax = 10, and
employ the identical 6 × 6 × 6 k mesh in all our calculations.
The atoms in the vicinity of the vacancy are fully relaxed with
a force tolerance of only 0.5 mRy/Bohr. Pulay corrections are
implemented into the force’s calculations.

Both the local density approximation27 (LDA) and gen-
eralized gradient approximation28 (GGA) are employed to
calculate the basic properties of pure NiTiSn and CoTiSb. They
yield the same nonmagnetic semiconducting ground state.
Beyond, the calculated band gaps of 0.5 eV for NiTiSn and
1.0 eV for CoTiSb are identical. The theoretical GGA lattice
constants of 5.997 Å for NiTiSn and 5.884 Å for CoTiSb agree
very well with the experimental values of 5.941 Å for NiTiSn
and 5.884 Å for CoTiSb.1 In contrast, the LDA predicts much
too small values of 5.806 Å for NiTiSn and 5.784 Å for CoTiSb.
Therefore, the GGA will be used in the following calculations.

Spin-polarized calculations are performed to evaluate the
effect of vacancies on the magnetic properties. While a Ni va-
cancy has hardly any effect on the magnetic state of the NiTiSn
host, spin polarization is induced next to Ti and Sn vacancies.
Without structural relaxation, the corresponding magnetic
moments both are equal to 2.00 μB . After the relaxation of the
atomic forces around the defect, the magnetic moment induced
by the Ti vacancy is slightly reduced to 1.93 μB , indicating a
sensitivity of the magnetism to the structural changes. On the
other hand, the magnetic moments induced by Co, Ti, and Sb
vacancies in CoTiSb are 1.00, 2.00, and 1.00 μB , respectively,
unaffected by the structural relaxation.

In Fig. 2, we next study the electronic density of states
(DOS) obtained from the spin-polarized calculations for pure
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FIG. 1. (Color online) Unit cell of a half-Heusler alloy XYZ,
comprising four formula units.

NiTiSn and NiTiSn with Ni, Ti, and Sn vacancies after the
structural relaxation. Considering the semiconducting state of
the NiTiSn host, no smearing is applied to the DOS in order
to avoid artificial metallic states at the Fermi energy (EF ).
Nonmagnetic ground states are found for both pure NiTiSn and
Ni-deficient NiTiSn. In contrast, spin polarization is induced
in Ti/Sn-deficient NiTiSn. Before the relaxation, these two
systems show a half-metallic nature, which agrees with the
integer magnetic moments. After the relaxation, Sn-deficient
NiTiSn retains its half-metallicity, while Ti-deficient NiTiSn
develops a finite amount of minority spin states at EF . This
explains the deviation of the magnetic moment from 2 μB . The
DOS calculated for pure CoTiSb and CoTiSb with Co, Ti, and
Sb vacancies after the structural relaxation is shown in Fig. 3.
In contrast to NiTiSn, all three types of vacancies in CoTiSb
cause a spin polarization. Furthermore, the half-metallic
character is robust in all cases, as reflected by integer magnetic
moments.

For both NiTiSn and CoTiSb, the defect states lie inside the
semiconducting band gap of the host. In the case of NiTiSn,
the width of the Ti-defect band is larger than that of the
Sn-defect band, while in the case of CoTiSb, the Co-defect
band is much broader than the Ti- and Sb-defect bands.
Considering the energetical position of the defect states with
respect to the valence- and conduction-band edges of the host,
different defect band widths are related to different degrees of
hybridization between the defect and host states.

To explain the vacancy induced half-metallic behavior and
the integer magnetic moment, we have to extend the Slater-
Pauling rule, which applies to many full- and half-Heusler
alloys.3,29–31 The rule states that the total magnetic moment
per primitive cell (Mt ) scales with the total number of valence
electrons (Zt ) as Mt = Zt − Nb, where the material-dependent
parameter Nb is equal to 18 and 24 for half- and full-Heusler
alloys, respectively. This value is the number of occupied bands
(accounting for spin degeneracy) below a gap Eg just below
the Fermi energy (EF ) in the nonpolarized band structure.3,31

The main idea is that excess electrons, which can not be
accommodated in the Nb bands below Eg , become completely
spin polarized. As a result, a half-metallic state with an
integer magnetic moment is formed. In the half-Heusler alloys
(see the discussion of NiMnSb as a prototypical example in
Ref. 3), the sp element Z introduces a deep-lying s band.

FIG. 2. (Color online) Electronic density of states (DOS) as
obtained for (a) the pure NiTiSn 2 × 2 × 2 supercell and for supercells
with (b) Ni, (c) Ti, and (d) Sn deficiency. The dark and light lines
indicate spin-polarized and nonpolarized calculations, respectively.
Majority and minority spin states are labeled ↑ and ↓, respectively.
Short vertical dashed lines mark the value Eg of the extended
Slater-Pauling model.

In addition, hybridization with the d t2g states shifts the
three p bands below the center of the d states. The s and
p bands accommodate a total of eight electrons per primitive
cell. Hybridization between the low-energy d states of the
high-valence transition-metal atom X and the high-energy d

states of the low-valence transition-metal atom Y now leads to
bonding and antibonding states with energy gap at Eg . The five
bonding d bands accommodate 10 electrons in total. Therefore,
we obtain Nb = 18 and a nonmagnetic semiconducting ground
state for half-Heusler alloys.

In our present supercell calculations with vacancy, the total
magnetic moment of the supercell that comprises n primitive
cells can be written as MT = nZt − Zv − NB , where Zv

denotes the number of valence electrons of the removed atom
and NB has the same meaning as Nb but refers to the supercell.
For both NiTiSn and CoTiSb, we have n = 32 and Zt = 18.
Also, Zv = 9, 10, 4, 4, and 5 for Co, Ni, Ti, Sn, and Sb,
respectively. For all vacancy types in NiTiSn and CoTiSb, NB

is obtained by a nonpolarized calculation. The resulting DOS
is included in Figs. 2 and 3, which also indicate the position
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FIG. 3. (Color online) Electronic density of states (DOS) as
obtained for (a) the pure CoTiSb 2 × 2 × 2 supercell and for
supercells with (b) Co, (c) Ti, and (d) Sb deficiency. The dark
and light lines indicate spin-polarized and nonpolarized calculations,
respectively. Majority and minority spin states are labeled ↑ and ↓,
respectively. Short vertical dashed lines mark the value Eg of the
extended Slater-Pauling model.

of Eg by short vertical dashed lines. We find NB = 566 for Co
and Ni vacancies and NB = 570 for Ti, Sn, and Sb vacancies.
The extended Slater-Pauling rule now leads to MT = 0, 2,
and 2 for Ni, Ti, and Sn defects in NiTiSn, respectively.
For Co, Ti, and Sb defects in CoTiSb, we obtain MT = 1,
2, and 1, respectively. These findings perfectly agree with
the first-principles magnetic moments, except for the case of
Ti-deficient NiTiSn, where the structural relaxation destroys
the half-metallic state.

Apparently, the parameter NB depends only on the location
of a vacancy but not on the atomic species. This indicates that
the extended Slater-Pauling rule can also be deduced from
the modifications of the hybridization between the removed
atom and its surrounding. For an X vacancy, the 10 bonding
d bands below Eg , which belong to the low-energy d states
of the high-valence transition-metal atom X,2,3,12 disappear.
Since the total number of valence electrons is reduced by
Zv , 10 − Zv bands shift above Eg into the semiconducting
gap and become fully spin polarized. The situation is quite

different for a Y vacancy. Even though the d states of the
low-valence transition-metal atom Y contribute mainly to
the antibonding bands above the semiconducting energy
gap of the host, removal of d-d hybridization with the X

bands [mainly, t2g (Refs. 2,3,12)] raises the latter in energy.
Consequently, Eg lies between the t2g and eg bands, NB is
reduced by 6, and 6 − Zv bands shift into the semiconducting
gap and become fully spin polarized. Finally, in the case of a
Z vacancy, the s and p bands below Eg are lost. However, a
new s band is created below Eg .3 As a result, 6 − Zv excess
bands shift into the semiconducting gap and become fully spin
polarized. Simple arithmetic then gives us the same result as
deduced from the band-structure calculation. In addition, the
orbital hybridization argument allows us to derive a concise
form of the extended Slater-Pauling rule: MT = �NB − Zv ,
where �NB depends only on the site of the vacancy with values
of 10 for X and 6 for Y and Z defects.

We stress that the effect of vacancies on the electronic
structure and magnetism resembles isostructural doping with
atoms that have a different number of valence electrons.
Substitution of Sb by Sn in CoTiSb and of Ni by Co
in NiTiSn causes a crossover from a semiconductor to a
magnetic metal.1 Beyond, substitution of Ti by Mn in NiTiSn
gives rise not only to room-temperature ferromagnetism, but
also to half-metallicity.9 Half-metallic ferromagnetism is also
encountered when Ti is replaced by Cr/Mn/Fe in CoTiSb, with
the Curie temperature of the Fe-doped alloy far above room
temperature.10,11 The main difference between substitution and
deficiency concerns only the creation of the excess electrons.
Substitution of Ti by Cr/Mn/Fe in NiTiSn and CoTiSb yields
excess charge that can not be accommodated in NB bands. It
becomes fully spin polarized and a half-metallic state arises.
If vacancies are introduced, the valence charge is reduced.
However, this reduction is overcompensated by a lower NB ,
and we have an effective excess charge.

Finally, we ask the question as to whether ferromag-
netic or antiferromagnetic ordering prevails between the
vacancy induced local magnetic moments. Three mechanisms
are relevant in dilute magnetic systems.32 Zener’s double-
exchange33,34 as well as p-d exchange35 mechanisms favor a
ferromagnetic coupling, while superexchange36 usually yields
an antiferromagnetic coupling. According to Figs. 2(c) and
2(d) and 3(b)–3(d), the spin-polarized defect states in the
semiconducting gap of the host are only partially filled. This
eliminates both superexchange and p-d exchange because
the former is suppressed when EF lies in the defect bands
and the latter needs the valence bands of the host to be
sandwiched between the majority and minority spin defect
d bands.32 As a matter of fact, the nearly half-filled defect
bands and an exchange interaction exceeding the band width
(see Figs. 2 and 3) favor strongly double exchange and, thus,
ferromagnetism in the present systems.

Another important factor for the formation of a long-
range order in dilute magnets is the spatial extension of the
exchange interaction. If the interaction is localized and can
not percolate the crystal, the magnetism will be strongly
suppressed in the dilute limit. For NiTiSn and CoTiSb with
defects, such a localized nature in fact may be expected. On
the other hand, when Ti is substituted by Fe in CoTiSb,11 the
half-metallic character is similar to our defect systems and
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a remarkable ferromagnetism is found experimentally even
for a Fe concentration as low as 0.3%, pointing to strong
percolation of the exchange interaction. Because the vacancy
concentration can be as high as 0.1% in our systems,16,17

i.e., comparable to the above Fe concentration, long-range
ferromagnetism is expected to be induced by the vacancies.

In conclusion, the effects of vacancies in the prototypical
18-electron half-Heusler semiconductors NiTiSn and CoTiSb
on the electronic structures and magnetic properties have been
analyzed by full potential first-principles calculations. We
obtain local magnetic moments induced into the nonmagnetic

host materials for all types of isolated vacancies in NiTiSn
and CoTiSb, except for the Ni vacancy in NiTiSn. In
addition, half-metallicity is found for Sn-deficient NiTiSn and
Co/Ti/Sb-deficient CoTiSb. The Slater-Pauling rule of bulk
half- and full-Heusler alloys has been extended to systems
with defects to explain the findings. It is to be expected that
this extended rule can also provide additional insights into the
vacancy induced magnetism in metal oxides.18–21 Moreover,
our data indicate that the long-range ferromagnetic ordering
in NiTiSn and CoTiSb is induced by the double-exchange
mechanism.
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