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Binuclear (also called dimeric) compounds with pairs of antiferromagnetically coupled spins 1
2 , S1 and S2

(Hex = −J0 S1.S2, with J0 < 0 for antiferromagnets), have been around for ∼60 years, providing roots to the
field of molecular magnetism. In addition, as reported in recent years, weak interactions between binuclear
units in a crystalline network give rise to interesting systems of interacting bosons having an energy gap, which
are important in the study of quantum phenomena in many body systems coupled by stochastic distributions
of interactions. Binuclear compounds have gained new relevance in the last decade with the observation of
Bose-Einstein condensation. In this work, we use electron paramagnetic resonance (EPR) to study the role of
weak inter-binuclear exchange couplings J’ (|J’| � |J0|) in the spectra, elementary excitations, and spin dynamics
of a one-dimensional (1-D) array of antiferromagnetic (AFM) binuclear units in the hybrid (organic-inorganic)
CuII compound [Cu(CH3COO)(phen)(H2O)]2·(NO3)2·4H2O. In this material, the acetate (CH3COO)− anion
supports the intra-binuclear exchange coupling J0, and the stacking of the (phen) = 1,10-phenanthroline
rings of neighbor units supports the inter-binuclear interactions J′, giving rise to well-isolated chains. This
has advantages over other binuclear compounds studied previously because magnetically equal units are
arranged in a 1-D spatial arrangement along the direction of their symmetry axis, simplifying the analysis
of the data and allowing a simpler treatment. In addition, single crystals of good quality allow detailed EPR
experiments.

EPR spectra were collected at ∼33.8 and ∼9.4–9.8 GHz in oriented single crystals at room temperature and in
powder samples at temperatures (T) between 10 and 300 K. By varying the energy levels of the binuclear units
with the magnetic field orientation, or changing the population of the excited triplet state with temperature and,
consequently, the effective coupling between units, we observe in single-crystal samples sudden merges of the
fine structure peaks, accompanied by a large narrowing, when the inter-binuclear coupling becomes larger than
the splitting of the triplet state. In addition, and because of this collapse of the fine structure peaks, the spectra
of powder samples display a strong and unexpected central peak that decreases in intensity with decreasing
temperature, as it occurs with the binuclear signals. We first discuss the dimensional quantum phase transition
indicated by the spectral changes using Anderson-Kubo’s theory of exchange narrowing. The data allow evaluation
of the binuclear exchange coupling J0 = (−74 ± 3) cm−1, and the interactions between neighbor binuclear units
|J′| = (0.04 ± 0.01) cm−1. We also consider the magnetic excitations (triplet excitons or triplons) arising from the
inter-binuclear couplings, and introduce a model explaining qualitatively the observed collapse and narrowing of
the EPR spectra in terms of these excitons. We analyze the role of temperature in the inter-binuclear interactions
and the exchange correlation times of the binuclear systems and compare our results with those in binuclear
compounds in which Bose-Einstein condensation occurs.
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I. INTRODUCTION

Since Bleaney and Bowers1 explained their electron
paramagnetic resonance (EPR) results and the magnetic
susceptibility data reported by Guha2 for antiferromagnetic
(AFM) copper acetate monohydrate, binuclear units (also
called “dimeric units”) of ions with unpaired spins have
been extensively studied. Impressive numbers of investigations
with different perspectives have been reported by physicists,
chemists, and biologists, and reviewed in books and articles.3–9

New questions, and new experimental and theoretical answers
have kept interest in the problem alive along the years. The
best-known binuclear compounds contain CuII ions, but many
contain other 3d or 4f ions,6,10,11 or alternate units of 3d
and 4f ions,12 with inorganic, organic, or hybrid (organic and
inorganic) ligands.

An AFM binuclear unit α has two spins 1
2 , S1α and S2α ,

coupled by an isotropic exchange,

Hex(α) = −J0 S1α · S2α, (1)

where J0 < 0.6 It has a singlet nonmagnetic ground state
(S = 0), and an excited triplet state (S = 1) at an energy
|J0|, for which the EPR spectrum and magnetic behavior are
well understood. Since the singlet ground state ϕ0(α) (S =
0) is nonmagnetic, the magnetic response of AFM binuclear
units arises from the thermally populated excited state S = 1.
A binuclear material containing interacting identical units in
a field B0 = μ0H (μ0 is the permeability of the vacuum) is

104433-11098-0121/2011/84(10)/104433(13) ©2011 American Physical Society

http://dx.doi.org/10.1103/PhysRevB.84.104433


CALVO, ABUD, SARTORIS, AND SANTANA PHYSICAL REVIEW B 84, 104433 (2011)

described by:

H =
∑

α

[−J0 S1α · S2α + S1α · D12 · S2α

+μB (S1α · g1 + S2α · g2).B0] −
∑

i,j,α �=β

J ′
iα,jβSiα · Sjβ,

(2)

where the traceless spin-spin interaction matrix D12 considers
anisotropic spin-spin couplings (dipole-dipole or anisotropic
exchange) within the excited spin triplet, and, in the cases
of interest, it is |D12| � |J0|. Equation (2) neglects the
usually small anisotropic spin-spin couplings between spins in
neighbor units. The third term is the Zeeman coupling, where
g1 and g2 are the g-matrices (which may be different, equal,
or symmetry related), and μB is the Bohr magneton. J ′

iα;jβ
represents the exchange couplings between spins i and j in
neighbor binuclear units α and β in the triplet state, giving
rise to a random distribution of couplings between a unit
and the environment of units. In our case (see the structural
description), we consider equal couplings J′ with only two
neighbor units in a chain array. Noninteracting (isolated)
binuclear units have |J′| = 0, zero magnetic dimension, and
a limiting ground state wave function,

�0 =
∏
α

ϕ0(α),

is approached when the temperature T → 0 and the thermal
population of the excited triplet state, ρ ∝ exp(−|J0|/kBT ), de-
creases. As T increases and the triplet state becomes populated,
the interactions J′ give rise to the dynamics of the thermally ex-
cited units in the triplet state, which may be described in terms
of the S = 1 “triplet excitons” or “triplons,”13 as introduced
by Overhauser14 to explain multiplet structures occurring in
the optical spectra of ionic crystals, and which were applied
∼50 years ago to investigate the EPR spectra of molecular
crystals and solid free radicals.15–17 In 1990, Sachdev and
Bhatt introduced a representation of S = 1

2 quantum spins
that is useful to describe the transition between dimerized
and magnetically ordered quantum antiferromagnets.18 Other
authors have treated the problem with related objectives.9,19,20

The discovery of high-T superconductors stimulated in-
terest in low-dimensional interacting spin systems (quantum
many-particle systems), which provide information about
elementary excitations,9,17,18,21,22 quantum phase transitions,23

and critical phenomena.23,24Also, the efforts of many physi-
cists were triggered by the fact that AFM binuclear magnetic
materials having an energy gap are well fitted to display
Bose-Einstein condensation19,25,26 at relatively high T.9,26,27

Chemists are more interested in the correlations between
exchange couplings and bond structure in binuclear and
polynuclear units, and in the design of new bonds for new
molecular magnetic materials.6,28 The phenomena investigated
and the methods used by physicists and chemists are different,
and this divergence (and fruitful complementarity) has become
stronger over the last ∼10 years.

In order to investigate systems having an energy gap
in the absence of B0,23,27 inorganic binuclear materials as
TlCuCl39,21,25,26,29,30 and BaCuSi2O6

31–35 have been studied
as a function of B0, T, and hydrostatic pressure, particularly

for B0 ∼ |J0|/(gμB) when the ground state changes to a
magnetic state. Inelastic neutron diffraction experiments have
provided important achievements related to Bose-Einstein
condensation,9 and the triplons have been invoked to explain
the collective behavior observed in the experiments.29

In paramagnetic solids (e.g., weakly interacting identical
spins 1

2 ), the isotropic exchange interactions do not produce a
direct effect on the EPR spectra because they commute with the
total spin, and consequently with the Zeeman Hamiltonian op-
erator. However, they generate spin dynamics that average out
the effects of anisotropic spin-spin interactions (e.g., dipole-
dipole interaction), thus narrowing the line and changing the
spectra. This exchange narrowing phenomenon was proposed
by Gorter and Van Vleck,36 and explained mathematically
by Van Vleck37 using the moment method. Anderson38,39

advanced over these ideas with a theory emphasizing the
stochastic nature and the dynamics of the interactions between
spins, and allowing the spectrum to be computed in terms
of the energy-level scheme of the individual spins, and
the magnitudes and distribution of interactions. Kubo and
Tomita40–42 treated the problem with equivalent results using
statistical mechanics. As in thermodynamic problems where
the particles are assumed to interact with a thermal bath, in the
exchange narrowing theory, a spin system is characterized as
individual spins interacting with a spin bath, through exchange
and dipolar interactions. For weakly coupled paramagnetic
systems (with no energy gap), this spin-bath has in general no
thermal activation, which imposes particular characteristics
onto the interaction and equilibrium conditions.43 Elementary
excitations provide a complementary view of this problem.

Within a line of research about very weak exchange inter-
actions supported by long and not covalent chemical paths, we
and others44–46 observed abrupt transitions in the EPR spectra
of weakly coupled anisotropic paramagnetic spin systems
when the energy levels of the spins were varied with the
magnetic field orientation. In these quantum phase transitions,
the systems evolve between localized and collective (extended)
spin states as consequence of the stochastic distributions of
exchange couplings between a spin and the spin bath. The spec-
tral peaks corresponding to magnetically different ions merge
to a central position when the magnitude of the T-independent
root mean square (rms) average interaction between a spin
and its neighbors equals the relevant energy differences,38,39

and the split and collapsed quantum states differ in the
localization and dimensionality of the wave function.46 Phase
transitions with similar characteristics occur in a wide group
of unrelated physical problems47 and are relevant to the study
of spin decoherence processes, contributing new and relevant
information to the fields of quantum information and quantum
computers. From the experiments in paramagnetic materials,
small average exchange couplings between the individual spins
and the spin bath (e.g., |J′| ∼ 0.005 cm−1, where 1 cm−1 =
0.124 meV = 2.9979 × 104 MHz) were evaluated at room T,
even in the presence of much larger exchange interactions.44,45

Evaluating extremely weak exchange couplings,46 is useful
to estimate matrix elements for electron transfer in model
compounds for biological molecules,48 and to study the
coupling between polynuclear spin systems in molecular
magnets.49
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Bleaney and Bowers1 and many others4–8,11,33–35,50–56 have
used EPR to investigate binuclear units. The technique allows
the properties of the triplet state to be studied, measuring
the coupling J0 Eq. (1), and estimating the interactions J′

between units Eq. (2), even without having data at low
T or high magnetic fields. In recent years, we studied
powder and single-crystal samples of materials containing
weakly coupled AFM binuclear units53,54 and, as for the
case of weakly coupled paramagnetic spins, observed that
the positions and widths of the signals display abrupt phase
transitions between localized and collective spin states. This
is produced by changing the positions of the energy levels
with the magnetic field direction,53 or varying the average
coupling with the spin bath, changing with T the population
of the triplet state.54 The fact that AFM binuclear compounds
allow Bose-Einstein condensation transitions stimulated us to
do further research in the subject. The possibility of following
the thermal activation of the spin bath and the correlation
times of the spin dynamics of binuclear units with thermally
accessible excited states adds interesting ingredients to this
problem.

Here, we use EPR at ∼33.8 and ∼9.4–9.8 GHz
to study powder and single-crystal samples of the
AFM hybrid (organic-inorganic) binuclear compounds
[Cu(CH3COO)(phen)(H2O)]2·(NO3)2·4H2O, where the ac-
etate (CH3COO)− anions bridge the copper atoms in the
binuclear molecules, supporting the exchange coupling J0,
and the stacking of the (phen) = 1,10-phenanthroline ligands
supports the couplings J′ between neighbor binuclear units
along one direction. This 1-D magnetic dimensionality should
show up in the spin dynamics of the compound.53,54 It
will be called Cu2ac2phen2, and its structure and mag-
netic susceptibilities were reported by Tokii et al.57 Ac-
cording to the susceptibility measurements,57 it has J0 =
(−86 ± 3) cm−1 (equal to −10.7 meV). The structure is
monoclinic, with all magnetically identical binuclear units,
simplifying the experiments and the interpretation of the
data.

Cu2ac2phen2 has similarities and differences with binuclear
TlCuCl3 and BaCuSi2O6. The energy gap |J0| is larger,
and the ratio |J′/J0| is ∼3 orders of magnitude smaller.
Our results allow the merging of the fine structure peaks
of the excited spin triplet of the units to be followed as
a function of the magnitude and orientation of the mag-
netic field, and as a function of the average interaction
between an isolated unit and the T-dependent spin bath.
We observe wider ranges of variation of the spectra, and
larger changes of the energy-level structure than in previ-
ous works, following in detail a quantum phase transition
related to the localization and dimensionality of the binuclear
units.

We describe first the experimental procedures and the
structure of the compound.57 Later, we describe and analyze
the data using Anderson-Kubo’s theory and also consid-
ering the spinned elementary excitations arising from the
inter-binuclear coupling, and we compare our results with
those obtained in other materials having interacting binuclear
units. A conclusions section summarizes the results of our
work.

II. EXPERIMENTAL PROCEDURES

A. Sample preparation

Samples of Cu2ac2phen2 were prepared as reported by
Tokii et al.57 and identified by powder x-ray diffraction.
Single crystals, each having ∼1 mm along each direction
and displaying well-formed ac planes and the c-axis, were
glued on cubic sample holders obtained by cleavage of large
single crystals of KCl. These holders were used as “laboratory
systems of coordinates” to orient the samples, with the a∗ =
b × c, d, and c directions of the sample parallel to the x, y, and
z axes of the cubes (a procedure for single-crystal orientation
described in previous works58). These samples allow accurate
measurements to be performed as a function of magnetic field
orientation in the mutually orthogonal planes ca∗, cb, and a∗b
(zx, zy, and xy). All samples were stored below 5 ◦C to avoid
dehydration of the materials during measurements.

B. EPR measurements

EPR spectra of powder and single-crystal samples were
collected at Q- and X-bands with ESP-300 (ν ∼ 33.8 GHz and
∼9.4 GHz) and EMX Plus (∼9.45 GHz) Bruker spectrometers,
using cylindrical cavities with 100 KHz modulation, at room
temperature. Powder samples were prepared by finely grinding
single crystals, and their composition was verified by x-ray
diffraction. Their EPR spectra were measured as a function of
T between 10 and 300 K with a Bruker Elexsys E-580 X-band
(∼9.47 GHz) spectrometer at the IFSC, Universidade de São
Paulo, Brazil. A speck of paramagnetic diphenylpicrylhy-
drazyl (dpph, g = 2.0036) inserted with the sample was used as
a field and signal intensity marker. The single-crystal holders
were positioned on the horizontal plane on top of a pedestal
inside the cavity, and the angular variations of the Q- and
X-band spectra were measured as a function of magnetic field
orientation h = (sinθ cosφ, sinθ sinφ, cosθ ), where B0 = B0h,
in the planes ca∗, cb, and a∗b. In the Q-band measurements,
we used a rotating magnet; in the X-band measurements, we
rotated the sample holder with a goniometer. The positions of
the axes a∗,b, and c in the a∗b and cb planes were accurately
determined considering the C2 symmetry of the spectra around
the b axis. The positions of the c and a∗ axes in the ca∗
plane were determined by comparison with results in the other
planes. This procedure allows an angular accuracy of ∼1◦ in
mounting good-quality single-crystal samples. Positions and
widths of the resonances were obtained by least-squares fits
of one, two, or three field derivative Lorentzian line shapes to
the observed spectra. As usually occurs with CuII binuclear
compounds,6,57 the samples contain traces (<1%) of mononu-
clear CuII ions that show up in their spectra at low T. Due
to the higher sensitivity and resolution, Q-band measurements
allowed results of higher quality than X-band measurements.
However, the X-band results are coherent with those obtained
at Q-band, and they provide additional information.

C. Computer programs

The EasySpin package of programs (version 3.1.6),59

working under Matlab,59 was used for the EPR spectral
simulations and fits along this work. Other calculations were
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FIG. 1. (Color online) (a) Molecule of Cu2ac2phen2 according to
Tokii.57 For simplicity, the NO3 anions and the water molecules are
not included. (b) A chain of binuclear molecules along the z axis.
Average distances between the phenanthroline rings are indicated.
(c) View of the 3-D array viewed along the direction of the chains.
(d) Phenanthroline molecules of neighbor units in a chain showing in
gray the stacking region of the rings (33%) at a distance of 3.77 Å.

performed with Matlab. The quality of the spectral simulations
was characterized by their rms deviations defined as:

σ =
√

1

Np

∑
i

(
Si

exp − Si
sim

)2
,

where S is the signal amplitude (experimental or simulated),
and the sum is over the Np points i of the spectra. The σ value
was minimized when fitting models to the experiments.

III. STRUCTURE OF THE COMPOUND AND
EXCHANGE PATHWAYS

Figure 1(a) displays the molecular structure of Cu2ac2phen2

as determined by Tokii et al..57 These binuclear units have C2

symmetry around the b axis, with the two CuII ions at 3.063 Å
along the c axis. The intra-binuclear exchange interaction is
mainly supported by two symmetry related O-C-O bridges
with C-O distances 1.218 and 1.273 Å and angle 126.1◦. The
phenanthroline rings of a unit are at an average distance of
∼3.6 Å and angle of 5.2◦. Phenanthroline rings of neighbor
binuclear units are parallel, the distance is 3.77 Å, and the
resulting ring stacking provides exchange paths connecting
neighbor binuclear units related by an inversion operation,
and gives rise to chains of magnetically identical binuclear
molecules along the crystal c axis (see Fig. 1(a)). Figure 1(c)
displays a central chain and its six neighbor chains viewed
along the c axis, which is also the symmetry axis of the

unit. The distance between the axes of nearest neighbor
chains is 11.7 Å, and the paths connecting copper atoms in
these chains are long and sinuous. Therefore, the exchange
couplings between coppers in neighbor chains are negligible.
Figure 1(d) sketches the stacking region of the phenanthroline
rings of neighbor molecules, which amounts to ∼33% of
their total area. We conclude that the spin dynamics in
Cu2ac2phen2 are essentially along chains parallel to the axial
direction of the binuclear units, supported by the stacking of
the phenanthroline rings.

IV. EPR SPECTRA

A. Uncoupled binuclear units

Uncoupled AFM binuclear units of spins S1 and S2 = 1
2

are described by the spin Hamiltonian operator of Eq. (2),
neglecting the couplings between spins in neighbor units:4,53

H0 = −J0[S(S + 1)/2 − 3/4] + (S.D.S − s.D.s)

+μB(S.g0 + s.G).B0,

where46,61

g0 = (g1 + g2)/2, G = (g1 − g2)/2, S = S1 + S2,

s = S1 − S2 and D = D12/2,

The total spin is S = 0 or S = 1 for the singlet and triplet states,
respectively, and the term –s.D.s has zero matrix elements
within the spin triplet responsible of the EPR signal. Since g1
and g2 are related by a C2 rotation around b, G is not zero,
and the Zeeman contribution μB s.G.B0 would split each fine
structure peak into two components, which is not observed.
This term does not commute with the inter-binuclear exchange
coupling, and it is randomly modulated and averaged to zero.
Thus, the spectra of uncoupled binuclear units are explained
with the spin Hamiltonian:

H0 = S.D.S + μB S.g0.B0 (3)

with effective spin S = 1, where the unimportant constant
term was neglected. Considering the C2 symmetry of the
units around the b axis, the xy and zy elements of the g0
and D matrices in Eq. (3) should be zero in the system of
axes xyz ≡ a∗bc. The binuclear molecules are magnetically
identical, and for any orientation of the magnetic field, one
observes two allowed transitions, Sz = ±1 ↔ 0 and one
forbidden transition Sz = +1 ↔ −1.4,5,8 The four non-zero
components of the g2

0 matrix and the three components of
the traceless D matrix should be evaluated from the angular
variation of the position of the resonances in single crystals or
from the powder spectra.4,5,8,53,59 To simulate powder spectra,
one needs to propose, besides the parameters of Eq. (3), an
angular variation of the line width, which minimally requires
three more parameters. Thus, simplifications of the model are
necessary in order to fit spectra of powder samples. EPR data
as a function of field orientation in single crystals provide in
principle more information because the values of the line width
are not needed to fit the angular variation of the line positions.
The program EasySpin59 is appropriate for simulating spectra
and fitting a spin-Hamiltonian to the spectra of powder and
single crystals. We performed detailed fittings of Eq. (3)
to powder and single-crystal spectra, but for simplicity, we
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FIG. 2. Powder EPR spectra at room temperature for
Cu2ac2phen2 at Q-band (a) and X-band (b), normalized to the same
peak-to-peak span. Solid and dotted lines are experimental results
and simulations obtained as explained in the text. The magnetic field
ranges of the U-peaks were not included in the fits of the spectra.

describe only qualitatively the results of fitting data in powders,
except when new information is added, in which case we
give the values of the parameters obtained from single-crystal
data. In a following section, we analyze the effects of the
inter-binuclear couplings using Eq. (2).

B. Powder samples

Figures 2(a) and 2(b) displays the EPR spectra of powder
samples obtained at 300 K and Q- and X-bands with the
peaks Bz1,B⊥1, and B⊥2 labeled according to the standard
notation,7,8,50,51 with the weak peak Bz2 hidden by the stronger
peak B⊥2. The narrow peaks at 1203 mT and 336 mT arise
from the dpph marker. The spectra also display an intense and
wide unexpected peak at 1130 mT at Q-band and 305 mT
at X-band, hereafter called “U”-peak, which is not expected
for a binuclear unit and which is too strong to be attributed
to contamination with paramagnetic mononuclear spins,6 the
origin of which is discussed later. The weaker forbidden
transition Sz = +1 ↔ −1 is at ∼556 mT at Q-band, and
overlaps the Bz1 transition at X-band (see Figs. 2(a) and 2(b)).

We fitted Eq. (3) to the powder spectra at 33.74 and
9.43 GHz, and 300 K, excluding the field ranges where
the U-peaks appear. We concluded that the parameters have
approximate axial symmetry8 (i.e., gxx = gyy = g⊥ gzz = g//;
D = 3/2Dzz, Dxx ∼ Dyy, or E = [Dxx − Dyy]/2 small),
and rotations of the principal axes of the g and D matrices
around the b axis are not detected within the uncertainties
of the fittings of the powder data. The calculated spectra at
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FIG. 3. (a) EPR spectra at X-band of a powder sample of
Cu2ac2phen2 at selected T between 10 and 300 K. The spectra are
normalized to the same peak-to-peak span of the allowed peaks B⊥1

and B⊥2. The small peak at 157 mT arises from FeIII impurities in
the sample tubes. The peak M at g ∼ 2.1, the intensity of which
increases with decreasing temperature, is assigned to monomeric
CuII impurities. We emphasize the spectrum at 30 K and include
its simulation as a dotted line. At this T, the U-peak is absent. (b)
Temperature variation of the ratio R between the integrated areas of
the binuclear peak B⊥2 and the dpph marker, multiplied by T. The
solid line is the best fit of the Bleaney-Bowers equation to the data.

300 K, shown in dotted lines in Figs. 2(a) and 2(b), are in good
agreement with the observations, except in the field ranges
of the U-peak, which was excluded from the fit. The rms
deviations of the simulations calculated excluding these field
ranges, as a consequence of the simple model assumed in the
angular variation of the widths of the lines, and neglecting the
interactions between binuclear units in Eq. (3), are shown in
Fig. 2(a) and 2(b).

We also measured the powder spectra at 9.47 GHz in the T
range between 4 and 300 K. Spectra at selected temperatures
are displayed in Fig. 3(a) normalized to the same amplitude
span. The peaks Bz1, B⊥1, and B⊥2 in Fig. 3(a) narrow and
decrease in intensity for decreasing T. No signals of binuclear
units are observed below 20 K, and the weak peak Bz2 becomes
visible at low T (see Fig. 3(a)) when the peak B⊥2 narrows. As
an example, we emphasize in Fig. 3(a) the powder spectra of
Cu2ac2phen2 observed at 30 K, adding the simulations (dotted
line with σ = 2.0%) that best fit Eq. (3) to this spectrum.
The intensity of the U-peak decreases with decreasing T faster
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FIG. 4. EPR spectra measured in the cb plane in the neighborhood
of the magic angle with the peak-to-peak span normalized. Fitting
these spectra to Lorentzian line shapes allows us to obtain the position
and width of the spectra.

than the standard binuclear peaks, and it disappears when the
binuclear transitions are still observed. The agreement between
simulated and experimental spectra is much better at low T than
at 300 K (compare Figs. 3(a) and 3(b)), which is attributed to
the decrease of the U-peaks at low T. From the data in Fig. 3(a),
we calculated the ratio R(T) between the integrated area of the
peak B⊥2 and that of the dpph marker, as a function of T.
Figure 3(b) displays the values of T × R(T) as a function of
T and allows J0 to be calculated using the Bleaney-Bowers
equation,1,3,6,11,51,54,56

T × R(T ) ∝ 1

3 + exp(−J0/kBT )
,

where kB is the Boltzmann constant used to obtain J0 = (–74 ±
3) cm−1 for the exchange coupling, with statistical coefficient r
= 0.9964, giving a value smaller than that obtained (–86 cm−1)
from magnetic susceptibility data by Tokii et al.57

C. Single-crystal samples

Figure 4 displays nine spectra obtained at the Q-band with
the magnetic field in the cb plane of a single-crystal sample,
in a narrow angular range around the “magic angle” at ∼57◦
with the c axis. They contain one or two peaks depending
on field orientation. A third and weaker peak, corresponding
to the forbidden transition Sz = ±1↔∓1, is also observed
at ∼550 mT (g ∼ 4.2) for most field orientations, but it is
outside of the field range of these figures. Similar spectra were
collected in the ca∗cb and a∗b planes at Q- and X-bands,
and the positions B0 and widths �obs of these peaks were
calculated by fitting Lorentzian derivative line shapes to the
experimental spectra. We used these values to construct the
angular variation of the positions (Figs. 5 and 6) and widths
(Fig. 7) of the resonances at both microwave frequencies.

Figures 5(a) and 6(a) show the spectra at Q- and X-bands
for the applied field along the c axis; they display two main
peaks corresponding to the allowed transitions, in agreement
with the predictions of Eq. (3). The results for the positions at
Q- and X-bands as a function of the orientation of B0 in the
three studied crystal planes are displayed in Figs. 5(b)–5(d)
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FIG. 5. (a) EPR spectrum observed for the magnetic field along
the c axis at ν = 34.0 GHz. (b–d) Angular variation of the positions
of the two allowed resonances ±1 ↔ 0 observed with B0 in the three
crystal planes. Symbols are experimental values. The lines are ob-
tained from the fit of (3) to the data. The global rms deviation between
fitted and experimental values in the three planes is σ = 0.3%.

and 6(b)–6(d), respectively. As expected from the crystal
symmetry, the angular variations of the positions of the
resonances in the planes a∗b and cb are symmetric around the b
axis. The single-crystal data at X-band are qualitatively similar
to that at Q-band but have a larger dispersion. The spectra
observed in single crystals at both microwave frequencies and
for any orientations of B0 do not contain an unexpected signal
in the field region where the U-peak appears in the powder
spectra (compare Fig. 2(a) and 2(b) with 5(a) and 6(a)).

In most of the angular ranges of Figs. 5(b) and 5(c) and
6(b) and 6(c), the positions of the peaks of the spectra in the
ca∗ and cb planes display a “dipolar-type” angular variation
described by f(θ ) ∝ ± 1

2 (3cos2 θ −1) around a central field
position, where θ = 0 corresponds to the axial direction of the
binuclear units. However, and as shown in Figs. 4, 5(b) and
5(c), and 6(b) and 6(c), instead of observing simple crossings
at the “magic angles” where f(θ ) = 0, we observe that the
two lines suddenly merge and stay merged in an angular range
around this angle. In these angular ranges, one observes a
single peak at the barycenter of the positions where the two
fine structure peaks would be expected, as observed previously
for other binuclear compounds.53

The peak-to-peak widths of the lines at Q- and X-bands
in the three studied planes displayed in Figs. 7(a)–7(f) are
relatively constant, except around the magic angles (planes
ca∗ and cb), where the fine structure peaks collapse to a
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FIG. 6. (a) EPR spectrum observed for the magnetic field along
the c axis at ν = 9.45 GHz. (b–d) Angular variation of the positions
of the two allowed resonances ±1 ↔ 0 observed with B0 in the
three crystal planes. Symbols are experimental values. The solid lines
are obtained using the parameters obtained from the fit of Eq. (3) to the
Q-band data. The global rms deviation between calculated and exper-
imental values of the line position in the three planes is σ = 2%.

single resonance, and a significant narrowing with a parabolic
dependence is observed. The narrowing that occurs when
approaching to the magic angle is also observed in Fig. 4.

We obtained the parameters of Eq. (3) by fitting this
Hamiltonian to the angular variations of the positions of the
resonances observed at each microwave frequency in the three
planes, in the angular ranges where they are not collapsed.
Two principal values of the g0 matrix are equal within the
accuracy of the fitting. Also, one principal value of the g0 and
D matrices is along the z axis, and rotating these matrices
around the b axis (which is allowed according the point
symmetry of the binuclear units), angles smaller than 1◦ do
not change significantly the quality of the fit. So, we neglected
these possible rotations and obtained from the Q-band data
the principal values g⊥ = 2.070 ± 0.005 in the xy (a∗b) plane
and g// = 2.269 ± 0.005 along the z (c) axis. The fine structure
tensor D has a principal value D = −3850 ± 50 MHz along
the z axis and E = −53 ± 30 MHz in the perpendicular plane.
In this calculation, we consider only the angular regions far
from the magic angles, where the fine structure peaks are
split. The sign of D, not verified in our experiments, is taken
from experimental and theoretical results in tetracarboxylate
“paddlewheel” binuclear units.20,62 The calculated angular
variations of the positions of the peaks, included as solid
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FIG. 7. Width �obs of the lines observed at Q- and X-bands in the
three crystal planes, ca∗, cb, and a∗b of a single-crystal sample.

lines in Fig. 5(b)–5(d), are in good agreement with the data
(σ = 0.3%), except in the angular regions where the peaks
collapse. The fitting of the single-crystal results at X-band
(Figs. 6(b)–6(d)) is poorer than that at Q-band, but it is in good
agreement within uncertainties. Since the parameters obtained
at Q-band reproduce well the experimental values at X-band
(rms deviation σ = 2%), see solid lines in Figs. 6(b)–6(d), we
use these values in all calculations.

Figures 8(a)–8(d) displays the ratio K between the experi-
mental and calculated fine structure splittings as a function of
the inverse of the calculated splitting, describing with greater
detail the collapse of the resonances around the magic angles.
Figure 9(a)–9(d) displays the width �obs of the merged line as
a function of magnetic field orientation at Q-band. We analyze
the results in these figures in terms of the inter-binuclear
interactions. The variation of the width in the a∗b plane does
not show special features.
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FIG. 8. Ratio K between the observed �B
exp
0 and calculated

�Bcalc
0 splittings of the fine structure peaks for a single crystal

of Cu2ac2phen2 as a function of (�Bcalc
0 )−1, as observed in the

neighborhood of the magic angles at Q-band (Figs. 5(b)–5(c)).
Symbols are experimental values, and solid lines are fittings of (6) to
the data. Graphs (a), (b), (c), and (d) refer to the two magic angles, in
the ca∗ and cb planes.

D. The central U-peak of the powder spectra

A U-peak in the powder spectra of binuclear compounds
was observed but not explained by several previous authors.63

In a recent investigation of a chain of coupled binuclear units,54

we observed a U-peak and attributed it to the collapse of the
resonances around the magic angles due to the interactions
between the binuclear units, but we had no single-crystal data
to prove our hypothesis. Now the single-crystal measurements
(Figs. 5 and 6) provide full proof of the origin of this U-peak.
The powder spectra at Q- and X-bands and 300 K are plotted
in Fig. 10(a) and 10(b). Figure 10(c) and 10(d) displays the
observed angular variation of the positions of the resonances
at the same frequencies and T, including the collapsed peaks
close to the magic angles, using the same field scale. This
presentation of the experimental results explains the known
sources of the peaks Bz1, B⊥1, B⊥2, and Bz2 as turning
points of the angular variations, where the signal accumulates
in the spectrum of a randomly distributed collection of
crystallites.8 It also shows that the observed collapse of the
fine structure around the magic angles (see Figs. 5(b)–5(c),
6(b)–6(c), and 8(a)–8(d)) and the simultaneous narrowing of
the collapsed line (see Figs. 7(a)–7(d) and 9(a)–9(d)) in the
single-crystal spectra are the source of the U-peak of the
powder spectrum. Since we measured both, the collapse of
the single-crystal peaks and its effect in powder samples,
we verify our hypothesis. The quality of the fittings of the
powder spectra is better at low temperature, when the U-peak
disappears, indicating that its growth at higher T produces
a deformation of the spectrum from that expected for an
uncoupled unit. It is worthwhile to note that the intensity of
the U-peak and its temperature variation clearly reflect the
origin of the peak proposed here. This intensity increases with
increasing T when the angular range of the collapsed region
widens because the population of the triplet state increases,
and the mean inter-binuclear interaction grows.
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FIG. 9. Peak-to-peak line widths �obs of the collapsed signals at
Q-band (see, Fig. 7(a)–7(d)) in the neighborhood of the magic angles
in the ca∗ and cb planes, as a function of the distance between peaks
�Bcalc

0 calculated from the fit of the data. Graphs (a), (b), (c), and (d)
refer to the two magic angles, in the ca∗ and cb planes. The solid
lines were obtained from fits of Eq. (7) to the data.

V. DISCUSSION

The most relevant features of the EPR results are:
(i) the merging of the fine structure peaks observed around

the so-called “magic angles,” displayed in Figs. 5, 6, and 8 as
observed at Q- and X-bands;

(ii) the narrowing of these peaks, coincident with the
collapse of the fine structure signal, displayed in Figs. 7(a)–
7(d) and 9(a)–9(d); and

(iii) The U-peak of the powder spectra, and their temperature
dependence (Figs. 2(a) and 2(b), 3(a), and 10(a)–10(d).

These sources of data provide complementary information
about the inter-binuclear couplings and the behavior, local-
ization, and dimensionality of the collective wave functions.
Here, we analyze these results using the Anderson-Kubo
theory of magnetic resonance,39,40 which allows the interaction
parameters from the experimental data to be evaluated. We also
describe qualitatively our EPR results modeling a chain of
weakly interacting binuclear units in terms of triplet excitons
or triplons,16,20 and compare the results of the two methods.

A. Anderson-Kubo’s theory of exchange
narrowing and collapse

Anderson’s theory39 predicts the EPR line shape I(ω) as:

I (ω) = 1

2π

∫ ∞

−∞
G(t)e−iωtdt,

104433-8



COLLAPSE OF THE EPR FINE STRUCTURE OF A ONE- . . . PHYSICAL REVIEW B 84, 104433 (2011)

ca* plane
a*b plane

FIG. 10. Origin of the central U-peak in the powder spectra at
Q-band (a and c) and X-band (b and d). Dotted lines in (c) and (d)
display the angular variations of the positions of the peaks of the
single-crystal spectra. The dashed lines are the average positions in
the ca∗ and cb planes. The peaks of the powder spectra (a and b)
arise from the extremes of the angular variation. The collapse of the
lines around the magic angles (see ovals in c and d) produces an
accumulation of signal in a narrow field range, giving rise to the
central peak of the powder spectra.

where

G(t) =
∫ ∞

−∞
I (ω)e−iωtdω = 〈Mx(t)Mx(0)〉

〈Mx(0)Mx(0)〉

= tr
(
e
− H

kBT Mx(t)Mx(0)
)

tr
(
e
− H

kBT M2
x (0)

) (4)

is the response function of the time-dependent magnetization
Mx(t) in the Heisenberg representation:

Mx(t) = e
iHt
h̄ Mxe

− iH t
h̄ .

In Eq. (4), the angular brackets indicate thermal averages at
temperature T, and tr is the trace of matrix within parentheses.
We are interested in the contribution to the time dependence of
Mx(t) arising from the stochastic interactions of the binuclear
units with the environment, and Kubo describes it as:41

dMx(t)

dt
= i � (t) Mx(t),

where in our case �(t) is the exchange modulated frequency
associated with the anisotropic exchange or dipolar coupling
(fine structure) within a binuclear unit shifted to give a mean
value 〈�(t)〉 = 0. The random function �(t) is characterized
by its second moment �, and an exchange correlation time
τ ex, or equivalently, an exchange frequency ωex, defined by:

� = 〈�2〉1/2 and τex = 2π

ωex
=

∫ ∞

0

〈�(t)�(0)〉
�2

dt, (5)

which is associated with the inter-binuclear exchange interac-
tions. When the product �τ ex > 1, the stochastic modulation
of � is slow; if �τ ex � 1, the modulation is fast, and the
spectrum displays exchange narrowing phenomena. In our
experiments, we move between these two conditions and
observe the transition that is associated with a change of
the wave function of the system from localized in one unit

to distributed along the chains. Anderson-Kubo’s model was
applied to paramagnetic materials with no excited levels,
and equal state populations by Passeggi and Calvo,64 who
calculated the relation between ωex and the exchange couplings
J′. The thermal averages in Eq. (5) were made in the high-
temperature approximation, i.e., where the density matrix
exp(–H/kBT )/tr[exp(–H/kBT )] ∼ I/tr[I], the normalized unit
matrix. This is not normally valid for binuclear systems,
where the populations of the low-energy states vary with T.
Calculations of temperature-dependent ωex exist,65 but not for
coupled binuclear systems. Thus, we evaluate ωex from the
data as a phenomenological temperature-dependent parameter
related to the inter-binuclear couplings and to T, and later
relate these values to the more fundamental interactions J′.
Our hypothesis is that at high T, the relations between ωex

and J′ obtained by Passeggi and Calvo64 are valid, but when T
decreases, ωex varies proportionally to the thermal population
of the triplet state.

The symbols in Fig. 9(a)–9(d) display the ratio K =
�B

exp
0 /�Bcalc

0 between the observed splitting of the collapsing
resonances and that calculated in the absence of interaction,
as a function of the reciprocal of the calculated splitting,
for the magnetic field oriented near the magic angles in the
planes ca∗ and cb. This graph, used by Martino et al.44 (see
also Refs. 46 and 66) to study the collapse of EPR signals
arising from mononuclear species in rotated lattice sites,
offers a normalized view of the collapse of the signals and
allows the exchange frequency ωex to be determined. When
(�Bcalc

0 )−1 is large, close to the magic angles, the signals are
collapsed, and K = 0. When (�Bcalc

0 )−1 is small, far from the
magic angles, K ∼ ±1. The collapse is abrupt and occurs
when g μB[�Bcalc

0 ]collapse = h̄ωex, a condition allowing the
exchange frequency ωex to be obtained. Values of ωex were
obtained by fitting the function

K = �B
exp
0

�Bcalc
0

= ±
√

1 −
(

h̄ωex

gμB�Bcalc
0

)2

(6)

to the data in Fig. 8(a)–8(d) in the noncollapsed region. From
the fits of Eq. (6) to the data in Fig. 8(a)–8(d), we obtained
values of ωex with an average

h̄ωex(collapse) = (0.04 ± 0.01) cm−1,

and the solid lines in these figures are obtained from this result.
For the angular variation of the observed line width, �obs,

of the transitions Sz = ±1 ↔ 0 in the collapsed regions around
the magic angles, Anderson’s theory39 predicts:

�obs = gμB
(
�Bcalc

0

)2

h̄ωex
+ �0, (7)

where �Bcalc
0 in Eq. (7) is the splitting of the collapsing

resonances calculated in the absence of exchange interactions,
which can be extracted from the solid lines plotted in Fig. 5(b)
and 5(d). �0 is a residual contribution to the line width arising
from other broadening sources, considered here as a constant.
The average value of ωex resulting from the fits of (7) to the
results in Fig. 9(a)–9(d) is:

h̄ωex(narrowing) = (0.07 ± 0.01) cm−1.
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An average of the values of exchange frequency is h̄ωex =
(0.055 ± 0.015) cm−1 at room temperature. Considering that
this result was obtained in the high-T range (kBT � J0), we
use the relationship 2|J′|2 ≈ h̄2ωex

2 to obtain |J′| = (0.04 ±
0.01) cm−1 between neighboring binuclear units.53,64 The
discrepancies between the values of h̄ωex obtained from the
collapse and the narrowing of the peaks of the spectra give an
idea of the approximations of the model used in this simple
evaluation.

B. Triplet excitons and EPR spectra of a chain of binuclear units

Triplet excitons or triplons can be used to describe the
spin dynamics and their effect on the EPR spectra introduced
by J′. We introduce here a procedure treating the problem
and describing the observed spectral behavior. Considering the
chain structure of Cu2ac2phen2 and following Lynden-Bell and
McConnell (L&M),16,17 we replace it by an alternating chain
of spins 1

2 described by:

Hch = −
∑

n

[J0S2n.S2n+1 + J ′S2n.S2n+1] + Hfs, (8)

where Si is the operator of the ith spin 1
2 in the chain. We

added to the results of L&M the term Hfs, summed over all
binuclear units of the fine structure and Zeeman contributions
of individual units defined in Eq. (3). For J′ = 0, the solutions
are the singlet and triplet states with energies 3J0/4 and −J0/4,
respectively, and the resulting EPR spectrum of the triplet was
described before. In the cases of interest, where the excited
triplet is thermally accessible, we define operators t+n and tn,
creating or destroying an excitation on unit n (each site may
hold only one excitation), to obtain from Eq. (8):16

Hch = H
(0)
ch + H

(1)
ch + H

(2)
ch + H

(3)
ch + Hfs, (9)

where

H
(0)
ch = −

∑
n

J0t
+
n tn; H

(1)
ch = J ′

4

∑
n

t+n (tn+1 + tn−1); H
(2)
ch

= −J ′

4

∑
n

Sn.Sn+1; (10)

and H
(0)
ch is the energy arising from the excited triplets. We

propose that H
(0)
ch + Hfs gives rise to the EPR spectrum of

the uncoupled chain of units that, in the presence of J′,
is distorted and changed by the other contributions to Hch.
The hopping term H

(1)
ch contains interactions between adjacent

excited units that transfer excitations from one site in the triplet
state to a neighbor site in the singlet state, contributing to spin
delocalization. The operators Sn act on the total spin of the
binuclear units, and H

(2)
ch includes terms like S+

n S−
n+1, which

produce spin flips in neighbor units in the triplet state, leaving
unchanged the triplet population. H

(3)
ch (not shown) has matrix

elements between states with different numbers of excitations.
A basis state of a chain of NS spins with p excitations

located in sites n1, n2,. . ., np is written as:

�α =
∑

n1〈n2〈..〈np

Cα(n1, n2, . . . ,np)|n1σ1,n2σ2, . . . .,npσp〉,

where σ i represents the spin component (σ zi = 1, 0, −1) of
the triplet state at site ni. For kBT < J0, when the number of
excitations is low, few state vectors with triplet excitations
at neighbor sites occur, and they can be ignored. Thus,
Eqs. (9) and (10) are simple to treat because H

(2)
ch and H

(3)
ch

do not contribute, a case solved by L&M16 with some detail.
The eigenvalues and secular equations of H

(0)
ch + H

(1)
ch are:(

H0 + H
(1)
ch

)
� = E �,

(pJ0 − E) C(n1,n2, . . . .,ni,np)

+J ′

4

∑
i

[C(n1,n2, . . . .,ni + 1, . . . np)

−C(n1,n2, . . . .,ni − 1, . . . np)] = 0,

with the solution:

C(n1,n2, . . . .,np) =
p!∑

λ=1

aλPλ exp

(
i
∑

ν

kνnν

)
,

where Pλ and aλ are an operator producing one of the p!
permutations of the p numbers (n1, n2,. . .,np) and an arbitrary
coefficient for the state, and the wave vectors kν = 2π mν/N

(mν = 0, 1, 2,. . ..) are the momenta of the excitons having
energies:

E = −pJ0 +
p∑

ν=1

J ′

2
cos(kν).

There is also a wave vector dependence of the fine structure
term Hfs that can be written for the case of axial symmetry
as:16

Dν = D + D′ cos(kν), (11)

where D is the fine structure parameter for uncoupled units,
and D′ is proportional to J′. The EPR spectra of interacting
units cannot distinguish the wave vector dependence of the
fine structure parameter of Eq. (11), which contributes only as
a uniform line width of the fine structure peaks.

The hopping of the excitations produced by H
(1)
ch delo-

calizes the triplets in the chain and destroys the hyperfine
structure,17,67 because more copper nuclei are involved in the
coupling. This could happen at relatively low T, when H

(1)
ch is

already operative. This has been observed by many authors,
and was discussed by Soos.17,67 However, H

(1)
ch does not

change the fine structure (except the aforementioned uniform
broadening), because the fine structure is equal for all binuclear
units in the chains of Cu2ac2phen2. To explain the observed
collapse, we have to consider the contribution H

(2)
ch acting on

neighbor triplet sates in the chain, and changing their relative
spin orientation. To occur, this needs a higher T in order to have
a higher population of the triplet state. The terms type S+

n S−
n+1

(n labels the binuclear unit in the chain) produce stochastic spin
flips of the values of Snz of neighbor units with frequency ωex,
proportional to J′, thus averaging to zero the zero field splitting
when h̄ωex becomes larger than the zero field splitting. In fact,
it destroys not only the fine structure, but also the broadening
produced by the wave vector dependence of the fine structure
Eq. (11), thus narrowing the line. These effects, which are
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observed in our single-crystal EPR experiments, are discussed
below.

As explained previously, the value of ωex has a T depen-
dence arising from the change of the population of the triplet
states in the chains. This T dependence could in principle be
evaluated by performing detailed single-crystal experiments
such as those described in Figs. 5 and 6. These experiments
are difficult to perform, but the collapse of the fine structure
can also be observed in the U-peak of the powder spectra for
which amplitude is proportional to the number of units with
collapsed fine structure.

Our model for the collapse of the fine structure is also sup-
ported by the behavior of the line width in the angular ranges
where the collapse occurs (Figs. 7(a)–7(d) and 9(a)–9(d)). The
narrowing observed is due to the destruction of the contribution
to the broadening produced by the wave vector dependence
of the fine structure parameter Eq. (11). This contribution
is averaged out, and consequently a narrowing of the line
occurs superimposed on the collapse of the fine structure.
The parabolic shape of the narrowing around the center of the
collapse (Fig. 9) is a consequence of the effectiveness of the
collapse, which is largest at the magic angles. More detailed
calculations are needed to apply elementary excitations to
predict EPR spectra in coupled spin systems, and we are
working in this direction. However, the model described here
is capable of describing the experimental results.

C. Comparison with EPR results in related systems

Exchange interactions coupling polynuclear units inter-
ested chemists and physicists along the years because of
their importance in molecular magnets,4,6 and in the various
applications of the theories of many spin systems to important
physical problems. It is clear that susceptibility measurements
are not appropriate to evaluate these couplings because their
contributions are much smaller than others, and molecular field
calculations or measurements at lower T cannot separate them.
EPR seems to be an appropriate technique for the purpose,
and Soos67 and Valentine et al.52 reported early studies of the
effects of inter-binuclear interactions in the fine and hyperfine
structure of the EPR spectra considering the role of elementary
excitations. Their work is closely related to that of Lynden-Bell
and McConnell16 and of Nordio,17 discussed before. More
recently, Zvyagin et al.,35,68 reported X-band EPR spectra
of single crystals of the binuclear compound BaCuSi2O6, a
material having copper binuclear units with J0 = −35 cm−1

and J′ = −1.5 cm−1 that shows field-induced Bose-Einstein
condensation of triplons.32,33 At room temperature, they
observed a single EPR peak (no fine or hyperfine structure),
the angular variation of which is determined by the g-factor.
When the temperature decreases below ∼10 K, the single peak
broadens and then splits in two peaks corresponding to the
expected fine structure. At lower T (∼6 K), the spectrum
also displays a four-line hyperfine group corresponding to
mononuclear CuII defects present in the sample. They also
report the angular variation of the spectrum observed at 6 K
in a plane containing the axis of the binuclear unit showing
the angle dependence described above for a binuclear unit.
However, no sudden transition of the fine structure peaks close
to the magic angles was observed, maybe because they occur

in narrow angular ranges, or because this possibility was not
considered in the analysis of the data. The model introduced
by us to explain our data in Cu2ac2phen2 clearly describes the
results in BaCuSi2O6, even if in that case J0 is smaller and J′
much larger than for our compound. The main differences are
in the temperature scales that are determined by the values of
J0 and J′. In their experiments, they vary ωex, changing the
temperature of the sample and, consequently, the population
of the triplet state. The fine structure merges and collapses
at higher T, when the triplet state population is high, and
triplet-triplet interactions are more effective. Meanwhile, the
destruction of the hyperfine structure of mononuclear CuII ions
occurs at lower T, when the hopping processes are important;
and the hyperfine structure of the binuclear CuII units may
have merged and collapsed at temperatures lower than those
studied. In fact, the hyperfine splitting of dinuclear units is half
of the mononuclear copper, and the collapse of that structure
would occur at lower T than for mononuclear spins, when
the inter-binuclear coupling and, consequently, the value of
ωex are smaller. The explanation of the destruction of the
fine structure in terms of triplet excitations introduced by
Zvyagin et al.. is different than ours.35,68 They attribute it
to the hopping of the triplet excitations, and propose that in
the high-T range where most of the binuclear units are in the
triplet state, fine structure destruction is not effective because
hopping processes are impeded. In our explanation, hopping
is not important to destroy the fine structure, which is mostly
affected by spin-flip processes between neighbor triplet states
that occur at higher T.

Sebastian et al.33,34 performed EPR studies of BaCuSi2O6

in a range of microwave frequencies between 26 and 660 GHz.
Their data at 51.8 GHz, which are described in detail, are very
similar to those of Zvyagin et al.,35 with differences expected
by the higher microwave frequency. Camara et al.11 reported
X-band EPR measurements in three binuclear compounds of
VIV ions (S = 1/2). Their EPR results are also compatible with
the above-mentioned authors.

In our opinion, the advantage of binuclear compounds like
Cu2ac2phen2, with a higher value of J0 and much smaller
value of J′, is that they allow greater detail to be observed
in the evolution of the EPR spectra with the changes of the
exchange frequencies with temperature and of the energy
levels with magnetic field orientation, providing a clearer
view of the effects of the spin dynamics produced by J′.
Our results allow clear transitions to be distinguished between
quantum dynamical regimes, thus providing more information
and greater possibilities of modeling.

VI. CONCLUSIONS

Using EPR, we studied the compound Cu2ac2phen2 dis-
playing a 1-D array of weakly coupled AFM binuclear units.
Measurements in powder and single-crystal samples between
10 and 300 K allow J0 = (−74 ± 3) cm−1 and |J′| = (0.04 ±
0.01) cm−1 (|J′/J0| = 5.4×10−4) to be obtained for the intra-
and inter-binuclear couplings. J′ is supported by the stacking
of the phenanthroline rings of neighbor units, and the main
results are listed at the beginning of the previous chapter.

We explain the changes in the fine structure components
of the excited triplet state using the classical theory of
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Anderson and Kubo38–41 of exchange narrowing and collapse.
Considering the exchange couplings between neighbor units
(Fig. 1(b), the sharp collapse of the resonances is inter-
preted as a dimensional quantum phase transition between
a zero-dimensional binuclear unit and a 1-D spin chain.
In this image, the exchange narrowing phenomenon is a
discontinuous transition occurring when the average stochastic
distribution of local exchange fields acting on a binuclear unit
equals the fine structure splitting of the spin triplet (D-term
arising from intra-binuclear dipole-dipole and anisotropic
exchange).

We also analyze the data in terms of elementary excitations
or triplons arising from the inter-binuclear couplings to
conclude that the interaction between triplons is responsible
of the observed collapse of the fine structure. The hopping
of the excitations may destroy the hyperfine structure, but it
is not effective with the fine structure of the spectra, where
spin-flip transitions of neighbor triplets are responsible for
the fine structure collapse. Our model also explains the large
narrowing of the peaks of the spectra produced simultaneously
with the collapse of the fine structure. This explanation is
different from that given by Zvyagin et al.35 to explain similar
data for other binuclear compounds.

The intra-binuclear coupling |J′| = (0.04 ± 0.01) cm−1

evaluated here is supported by the stacking of the aromatic
rings of phenanthroline (see Fig. 1(b) and 1(d)). These non-
covalent interactions seem to be important in supramolecular
chemistry and in biochemistry,69 but controversies still exist
about the subject.70 The role of π -π stacking to support
exchange couplings has previously been studied by Brondino
et al.71 and Neuman et al.55 The values obtained should allow
the strength of the exchange interaction to be characterized,
giving a tool for a better understanding of the magnitude of
the electrostatic coupling. For this purpose, it is important to
study compounds where π -π stacking does not compete with
other weak couplings. This is the case in Cu2ac2phen2 (see
Fig. 1(b) and 1(d)), where, in addition, the large value of |J0|
allows clearer experimental procedures to evaluate |J′|. More
work on the subject is needed to make further progresses.
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