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Domain size in systems with canted magnetization
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The equilibrium domain size in ferromagnetic single-layer films with canted magnetization, as observed in the
spin-reorientation transition, is analytically described. It is demonstrated that for canted magnetization in the case
of narrow domain walls the size of the magnetic domains depends solely on the second-order anisotropy constant
and not on the first-order anisotropy. The single-layer model is extended to the application to multilayers. An
approximation for the domain size of multilayers is developed and used for the analysis of data obtained via
soft x-ray holography. Our analysis, including the canting angle, allows for the determination of the relative
anisotropy constants to second order.
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I. INTRODUCTION

The spin-reorientation transition in ultrathin films is in the
focus of research since the successful realization of thin films
with perpendicular easy axis of magnetization.1–3 The spin
reorientation has been observed and studied in many systems,
e.g., Fe on Cu(001) or Ag(001),4–7 Co on Au, Pd, and Pt
(111) surface8–13 and alloys.14,15 A comprehensive overview
with further references to additional film systems can be
found in Ref. 16. In most cases the driving parameter for
a spin-reorientation transition is film thickness4,5,7,8,12,17,18 or
temperature.6,19–21

One topic in research on spin reorientation in ultrathin films
and multilayers is the formation of magnetic domains and its
connection to the magnetic properties. As the domain structure
in ultrathin films persists throughout the whole film depth,
imaging of the domain pattern gives access to quantities like
the total length of the domain walls and the domain size that
are needed for a complete energy analysis. These quantities
can then be used to determine the magnetic anisotropies
when the system is driven toward spin reorientation.17 The
domain structure close to and within the spin reorientation
has been imaged in Co/Au(111),17,18,22 Fe/Cu(001),20,21,23–26

Fe/Ni/Cu(001),27,28 and Co/Pt(111)29,30 utilizing different
techniques.

In Co/Au(111) the spin reorientation has been identified
to proceed via the state of coexisting phases (K2 < 0).18,31 A
domain collapse was found that could be described within
first-order anisotropy approximation.17 Generally, a spin-
reorientation transition has to be described in second-order
anisotropy approximation to compensate the apparent loss of
anisotropy when the first-order anisotropy constant K1 changes
sign. A positive K2 supports perpendicular magnetization
alignment even for zero K1. On the sign change of K1 the
magnetization starts to cant. Magnetic systems that exhibit
this kind of spin reorientation are Co/Pt multilayers.9,30,32,33 It
is well known that domains appear before and in the canting
phase in Co/Pt multilayers when K1 is varied utilizing the

Co thickness as driving parameter.33–35 A collapse of domain
sizes, like in Co/Au(111), is not observed. On the contrary, a
similar domain size of the order of 100–150 nm is frequently
reported.29,30,36,37 In a first-order model the conclusion has
been drawn from micromagnetic modeling of the observed
domain patterns that the domain-wall energy stays almost
constant in a certain thickness range.34

In this paper we demonstrate that in the case of narrow
domain walls K1 has no influence on the domain size in
the canted phase. Assuming 180◦ walls, it is demonstrated
that the domain size is determined by K2. To describe the
evolution of the domain size in the canted phase as a function
of magnetic anisotropy, in the first paragraph we derive an
analytical model for single layers. In particular, we ask how
the balance between the two competing energy contributions
is affected as the magnetostatic energy is decreasing due to
canting while the domain-wall energy is changing due to the
anisotropy change. It is demonstrated that a lower limit for the
obtainable domain size exists, which depends on the strength
of the second-order anisotropy contribution.

To verify the results of experiments utilizing magnetic soft
x-ray Fourier-transform holography,38 in the next paragraph
we work out an approximation of the model for the analysis
of multilayers with a constant amount of active magnetic
material. The results of domain structure investigation of Co/Pt
multilayers are finally analyzed using the approximation.

II. DOMAIN SIZE AND MAGNETIZATION CANTING

For ultrathin films with uniaxial perpendicular anisotropy
the angular dependence of the free-energy density is described
by a series expansion with respect to the angle θ to the easy
axis, i.e., the surface normal. The free-energy density f in
second-order approximation is given by

f = K1,eff · sin2 θ + K2 · sin4 θ. (1)
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The effective first-order anisotropy constant K1,eff contains
three contributions: the surface/interface, the bulk, and the
shape anisotropy. With the shape-anisotropy constant for
ultrathin films −μ0

2 M2
s one obtains

K1,eff = KV + KS + KI

d
− μ0

2
M2

s . (2)

KV is the volume, KS/I the surface/interface contribution, and
d is the film thickness. The stability analysis of the energy
density in second-order approximation leads to a K1,eff/K2

phase diagram31,39 that contains a canted phase separating
the phases with perpendicular and in-plane orientations of
the magnetization. The canted phase is stable for positive
K2 values and within the interval −2K2 < K1,eff < 0. It
represents one of two possibilities for continuous transition
from perpendicular to in-plane orientation of magnetization
with a canting angle θc, to the surface normal, determined by

K1,eff

2K2
= − sin2 θc. (3)

Alternatively, the spin-reorientation transition can proceed
via a state of coexisting perpendicular and in-plane phases.31,39

Domains are created to lower the magnetostatic energy.
The interplay of the latter with the total domain-wall energy
leads to an average domain width, which was first analytically
described for single layers by Kaplan and Gehring.40 The
authors were able to derive an analytical approximation of the
infinite series for the magnetostatic energy for thin films, which
was given by Malek and Kambersky41 for the case of narrow
domain walls. The validity of the analytical approximation
was rigorously proven by Millev.42 In Ref. 40 the domain size
D as a function of magnetostatic and domain-wall energy γw

is given by

D(γw,d) = d · B · exp

[
π

2
· γw

Ems · d

]
. (4)

Here, B is a constant that reflects the domain pattern
geometry. B is 0.955 for a stripe and 2.525 for a checkerboard
pattern.40 Ems is the magnetostatic energy, which is μ0

2 M2
s

in the case of a single domain film with perpendicular
magnetization orientation.

The canting of magnetization causes a reduction of the
magnetostatic energy, which depends on the canting angle

Ems,c(θc) = μ0

2
M2

s cos2 θc. (5)

In the regime of magnetization canting the domain-wall
energy is strongly affected by the second-order anisotropy
contribution, which is always larger than −0.5K1,eff . An
expression for the energy of 180◦ domain walls in the canted
phase has been given by Träuble et al.43 as

γw,c = π

2
(K1,eff + 2K2)

√
A

K2
(6)

with A for the exchange stiffness.
Equation (6) can be rearranged when introducing the

canting angle θc from Eq. (3),

γw,c = π
√

AK2

{
1 + K1,eff

2K2

}
= π

√
AK2 cos2 θc. (7)

Inserting the magnetostatic [Eq. (5)] and the domain-wall
energy [Eq. (7)] into the expression for the domain size
[Eq. (4)], we obtain the analytical result for the equilibrium
domain size in the phase of canted magnetization,

Dc(K2,d) = d · B · exp

[
π2

μ0
·
√

AK2

M2
s · d

]
. (8)

Equation (8) represents an interesting and important result
that is valid within the prerequisites of the model used for
deriving the analytical formula for the magnetostatic energy.
It reveals a distinct difference in the domain-size behavior
compared to former investigations in the state of coexisting
phases. The collapse of domain sizes on K1,eff approaching
zero is lifted. In the case of magnetization canting the domain
size does not depend on K1,eff as long as −K1,eff < K2 (small
domain width). The domain size is determined by K2, while
K1,eff affects just the canting angle. Vice versa, it means that
when crossing the canted phase the domain structure in the
appropriate regime reveals whether or not K2 changes.

Attention has to be paid when the thickness is used as
driving parameter, since the domain size is also depending on
thickness. A shrinking of domain sizes can appear and scales
with exp(1/d) on film thickness.

Hence from the evolution of the domain size a first clue
on the evolution of the two anisotropy contributions can be
obtained. The K2 dependence can be calculated directly from
the domain size while the canting angle must be analyzed for
determination of K1,eff .

In the regime of perpendicular magnetization (K1,eff � 0)
the energy for the 180◦ domain walls is43

γw = 2
√

AK1,eff

[
1 +

(√
K1,eff

K2
+

√
K2

K1,eff

)

× arcsin

([
1 + K1,eff

K2

]−1/2
)]

, (9)

which gives an identical form to the one in Ref. 44.
For vanishing K1,eff the last summand determines the wall

energy and the energy approaches

γw = π
√

AK2 (10)

yielding the same domain size as given by Eq. (8) for the fixed
thickness d0, where the first-order anisotropy vanishes. As the
domain-wall energy does not vanish for diminishingly small
K1,eff the collapse of domain size will not be observed. The
above considerations are exact in the case of a single-layer
film as long as the analytical solution for the magnetostatic
energy is also valid for magnetization canting and as long as
the domain walls are narrow. The latter prerequisite inherently
limits the range of validity of our model. As the domain-wall
width43

δw = 2π
√

AK2

K1,eff + 2K2
(11)

depends on K2 and K1,eff the size increases when trespassing
the canted phase toward the in-plane phase. The actual value
of K2 thus determines the applicability of our model. As a
rule of thumb, the K2 value gives a lower limit for the range of
validity in K1,eff (−K1,eff < K2). For the Co/Pt multilayers the
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K2 value is pretty large (K2 = 116 kJ/m3), which enlarges the
range of K1,eff values and hence thicknesses where the model
is reasonably applicable.

The influence of higher-order anisotropy contributions on
the domain-wall energy and domain size has been considered
in a publication before.45 The authors demonstrate that the
domain-wall energy is finite at K1,eff = 0 and that the collapse
of domain size at K1,eff = 0 is prevented.45 For positive K2

and changing sign of the first-order anisotropy the domain size
has been theoretically considered in Ref. 46. As the authors
use a very small K2 value, they actually missed calculating the
domain pattern in the canted phase.46 This is due to the fact
that the main focus of the paper was on the investigation of the
domain structure in the regime of coexisting phases.

III. EXPERIMENT

We have investigated Co/Pt multilayer films. The mul-
tilayers are deposited on a 100-nm-thick SiN membrane
for imaging reasons (see below). To obtain good texture, a
5-nm Pt buffer layer is deposited first by means of ion-beam
sputtering utilizing an electron-cyclotron-resonance (ECR) ion
source.33,47 On the seed layer a stack of 8× (Co0.7nm/Pt1.5nm)
bilayers are deposited via magnetron sputtering. Finally the
multilayer is capped by a 2-nm Pt layer. The detailed
preparation conditions and the thickness dependence of KV

and KI are published in Refs. 33 and 48.
The magnetization curves obtained via magneto-optical

Kerr effect (MOKE) in perpendicular and in-plane mag-
netic fields are shown in Figs. 1(a) and 1(b). The hystere-
sis in perpendicular fields is well known and represents
the situation that the multilayer decomposes into domains
in vanishing fields. Details of the curves have been at-
tributed to nucleation/annihilation and domain-wall propa-
gation processes.49 The magnetization curve obtained with
in-plane fields [Fig. 1(b)] has been shown to represent a
system with canted magnetization.30 The latter magnetization
curve can be used to determine the magnetic anisotropy by
fitting M(H ) in second-order anisotropy approximation.33,50

We obtain K1,eff = ( −31 ± 8) kJ/m3 and K2 = (116 ±
12) kJ/m3 utilizing Ms = 1400 kA/m as the value for the
saturation magnetization.51

For soft x-ray Fourier-transform holography imaging38 the
membrane is covered by a thick Au film that is deposited on
the backside. Into the opaque Au layer an object hole is milled
via focused ion beam (FIB), which can be seen in Fig. 2.
Around the larger object hole five reference holes are milled,
which give five independent reference beams to interfere with
the light passing the magnetic film above the object hole. The
magnetic multilayer is deposited on the front (plane) side of
the membrane after object-hole milling.

The multilayer is irradiated by ions through the mem-
brane from the backside to modify the magnetic properties
locally. The artificial tuning of magnetic properties52 or
magnetic patterning53–55 by ions has been investigated in
recent years. These investigations can be classified into two
different topics: ion induced mixing and/or intermixing and
ion implantation. Ion induced intermixing is typically used
to manipulate the properties of interfaces,56 e.g., to alter
exchange bias,57 GMR,58,59 and/or interface anisotropy.60,61
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FIG. 1. (Color online) Kerr hysteresis loops of an
8×(Co0.7nm/Pt1.5nm) multilayer film. In (a) the Kerr rotation θ

is given, obtained by sweeping a perpendicularly oriented field.
The curve shows an easy-axis loop with a decay of the film into
a multidomain state with almost vanishing remanence. In (b)
the magnetization behavior (ellipticity ε) obtained in an in-plane
magnetic field is given. The hysteresis exhibits a nonvanishing
remanence, which is indicative of a canted magnetization (Ref. 30).
The in-plane hysteresis is fitted taking into account the first- and
second-order anisotropy constants according to Eq. (1) [solid line in
(b)].

1 µm

FIG. 2. (Color online) SEM micrograph (tilted view) of the
holography sample. In the 1-μm-thick gold film that is deposited
onto the SiN membrane an object hole with a diameter of 2 μm has
been milled. Five narrow reference holes are milled around the center
of the object hole at a radius of 4.5 μm.
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In these experiments low area doses in the range of 1013–1014

ions/cm2 are used. Implantation of ions with a high area dose
of 1015 ions/cm2 up to 1016 ions/cm2 can change, for example,
the saturation magnetization,62 magnetic anisotropy,63,64 and
strain.65 Usually the magnetic films are directly bombarded
by ions. In our experiment the membrane acts as a moderator
that reduces the detrimental effect of the ions on the magnetic
properties. A considerable amount of the beam is absorbed
or energy-reduced before reaching the multilayer film.37

This changes the regime from high dose/energy implantation
and ion milling process to a low dose/energy intermixing
experiment, but maintains the high spatial resolution of the
FIB. In particular, in a certain ion-dose range the magnetic
properties are altered while no multilayer material is removed.
In this case the ions or displaced atoms that reach the
multilayer cause a moderate modification of the multilayers.
Most likely the interface and crystal structure are more or
less affected.53,66,67 Utilizing the lateral resolution of FIB,
three different doses are applied to three different areas of
the multilayer,37 which can be seen in the scanning electron
microscopy (SEM) micrograph in Fig. 3 (left) as horizontal
stripes. A faint gray contrast can be recognized that makes the
different areas visible. The area labeled (A) was not bombarded
while regions (B)–(D) are irradiated by 2.5, 25, and 125 × 1015

Ga+/cm2 in a multiscan application.
Using coherent soft x-ray illumination, the light from the

reference holes and the object hole creates an interference
pattern (hologram) on a charge-coupled device camera.68

Two different images at the L3 absorption edge of Co
(778 eV) are taken with right- and left-circularly polarized
light. The difference hologram is Fourier transformed and
domain images become visible.37,38 The smallest reference
hole used gives images with a high spatial resolution of 35 nm.

The domain image is shown in Fig. 3 (right) where the
four areas of different ion-dose application are indicated.
Figure 3 reveals that the domain size becomes smaller with
increasing dose. As the ion dose was too high in region (D),
the magnetization is either rotated in plane or the ferromagnetic
order has been destroyed. It is important to mention that

(A)

(B)

(C)

(D)

500 nm

FIG. 3. (Color online) SEM micrograph and domain image of the
same region of the sample. The four different areas in which different
ion doses are applied are indicated by (A)–(D). In the different
areas the following doses have been applied: (A) = 0, (B) = 2.5 ×,
(C) = 25 ×, and (D) = 125 × 1015 Ga+/cm2. The size of magnetic
domains changes with ion dose. In (D) the material has become
either paramagnetic or the magnetization is lying in the film plane. A
weak contrast in the left image reveals the regions of different dose
application.
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FIG. 4. (Color online) Histograms of the magnetic contrast
extracted from the three areas exhibiting a magnetic signal [(A)–(C),
see Fig. 3]. In (A) and (B) the contrast is well separated into peaks for
black and white domains. In (C) the separation has become smaller
while the contribution due the domain walls between the two peaks
is increased.

the domain walls in all three regions appear as sharp lines,
which means that the width is smaller than the resolution and
considerably smaller than the domain size.

The domain pattern (Fig. 3) can be used to extract the mean
domain size by a stereological procedure.44,69 The domain
sizes in areas (A)–(C) are D(A) = (121 ± 4) nm, D(B) = (115 ±
3) nm, and D(C) = (84 ± 5) nm, respectively. As the hologram
provides different states of magnetization in one image it
can be used to compare quantitatively the magnetodichroic
signals (magnetic contrast), which are proportional to the
perpendicular magnetization component. Figure 4 displays the
histogram of the contrast obtained for the three areas (A)–(C).

Each histogram was fitted by three Gaussian distributions.
The outer maxima represent the domain magnetization while
the inner distribution represents the portion of the images of
and around domain walls. The distance between the two outer
maxima has been taken as the magnetic contrast (S). The
relative change of contrast has been normalized with respect
to area (A). We obtain a decrease of the domain contrast to (B)
(0.93 ± 0.06) and (C) (0.81 ± 0.12).

The change of the magnetization component can be used to
determine the change of canting angle. Hence such an image
provides data on changes of domain structure and canting
angle. The impact on the analysis is shown in the next section.

IV. ANALYSIS OF THE EXPERIMENTAL RESULTS

To apply the above model to our multilayer systems with
fixed composition we have to consider that the magnetostatic
energy in a multilayer is different from a single layer. The
magnetostatic self-energy in multilayers has been derived
by Suna70 for a stripe domain pattern. Draaisma and de
Jonge71 have included the effect of external fields into the
description. Both papers assume infinitely sharp domain walls.
The magnetostatic energy is given as an infinite series.
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FIG. 5. (Color online) Calculated domain size as a function of
K2 (inset as a function of domain wall energy per unit area). The
open dots show the minima of the sum of domain wall and stray
field energy. The stray field energy was calculated using the formula
for a stripe pattern given in Ref. 71. The domain size distribution of
Eq. (12) has been fitted to the calculated values (red solid line). For
comparison the size distribution for checkerboard and maze pattern
are also plotted using appropriate assumptions for the geometrical
factors (see text).

We use the numerical expression of Ref. 71 to calculate
the magnetostatic energy as a function of domain size for a
multilayer of fixed composition [e.g., (Co0.7nm/Pt1.5nm)8]. The
infinite series of Eq. (2) in Ref. 71 was numerically calculated.
The calculation was truncated at n = 5000.

Next, the total energy, which is the sum of magnetostatic
energy and the total domain-wall energy, is calculated as a
function of the domain size. The minimum of the total energy
is determined, which gives the equilibrium domain size as
a function of γw (inset in Fig. 5). If the correction of the
magnetostatic energy for the canting of magnetization is the
same as in the single layer, both energy contributions will
scale with cos2 θc and the equilibrium domain size is again a
function of K2 only. This allows us to plot the results of the
numerical investigation (circles) versus K2 (Fig. 5). These data
points are fitted with an analytical expression that is similar to
that for single layer films,

D(K2) = deff · BML · exp

[
π2

2
·

√
AK2

Kd · deff

]
. (12)

We have used used A = 31.4 pJ/m,72 deff , and BML as fit
parameters to obtain a good agreement in the span of K2 values
of interest. The resulting fit with the parameters BML = 2.45
± 0.04 and deff = (5.22 ± 0.07) nm is also given in Fig. 5.
The total amount of Co in the multilayer is 5.6 nm, while the
fit gives a slightly smaller effective thickness.

Assuming the same ratio (2.64) of the geometry factors for
stripe and checkerboard domain pattern as in single films we
can also plot D versus K2 for a checkerboard (dashed line in
Fig. 5).

As the ion bombardment does not remove material of the
multilayer the composition is fixed. This allows us to assume
that the magnetization is also conserved, so that we can apply
the above multilayer formula [Eq. (12)] to the analysis of
our experimental findings. At first we can conclude that the
ion-beam mixing changes K2 as the domain size is altered.

To quantify the change we have to eliminate the unknown
geometry factor; neither a stripe nor a checkerboard pattern is
found. For that reason we investigate the relative changes of
domain size between two different stages of ion-beam mixing.
We obtain from the ratio of domain sizes in equilibrium
an expression for the change of the second-order anisotropy
constant:

K2,f =
[
M2

s deff√
A

μ0

π2
ln

(
Df

Di

)
+ √

K2,i

]2

. (13)

The indexes i and f stands for initial and final states,
respectively.

Thus we can determine the changes in K2 in the system
on a scale well below the measurement accuracy of the
MOKE setup we conventionally use to determine the magnetic
properties. Absolute values are accessible when relying on the
anisotropy values that were determined for the virgin film
(K2,i = 116 kJ/m3). With K2 we can also extract the K1,eff

values utilizing the change in canting angle obtained from
the magnetic contrast in the soft x-ray holography image.
Again, we have to start with the values of the unperturbed film
(K1,eff,i = −31 kJ/m3) and the observed change in magnetic
contrast. With the ratio R of the signals that is identical to the
ratio of the perpendicular components of magnetization,

R = M f
per

M i
per

= (Ms cos θc)f

(Ms cos θc)i
= Sf

Si
, (14)

we can deduce the K1,eff value after ion mixing as

K1,eff,f = R2 K2,f

K2,i
(2K2,i + K1,eff,i) − 2K2,f . (15)

For the smallest ion dose (B) we obtain K1,eff,f = (−55 ±
14) kJ/m3 and K2,f = (108 ± 15) kJ/m3, while the higher ion
dose (C) changes the anisotropy values to K1,eff,f = (−107 ±
49) kJ/m3 and K2,f = (91 ± 24) kJ/m3. The canting angle
of magnetization changes from initially θc,(A) = 21◦ to (B)
θc,(B) = 30◦ and (C) θc,(C) = 41◦. The large error bars for
the anisotropies in region (C) are caused by a change of the
domain pattern geometry from (A) (mazelike pattern) to a
more stripelike pattern in (C). The problem is the prefactor in
Eq. (12) and Eq. (8), which depends on the geometry of the
domain structure and which is not known for the maze pattern.
The ratio of the geometry factors for maze and stripe pattern
can be extracted from measurements on the domain size for
equivalent films in which both kinds of domain pattern were
stabilized. In Ref. 36 the Co/Pt multilayer domain size in the
maze pattern is found to be 1.44 times that of the domain
stripe width. A similar factor has also been found for a 42-
nm-thick GdFe single-layer film.73 This number gives us the
scaling factor for BML in Eq. (14) from the stripe to the maze
pattern. We have taken for the analysis the average of the
values for maze and stripe and set the error to include both as
lower and upper limits, which causes the large error margin.
The evolution of the anisotropy values on the impact of ions
is displayed in the K1,eff /K2 phase diagram in Fig. 6. The
magnetic system is more and more driven through the canted
phase from vertical to in-plane orientation of magnetization
upon increasing ion dose.
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FIG. 6. (Color online) Phase diagram including the experimental
results. The point that represents the nonirradiated part (A) is obtained
from film measurements via MOKE. The other two points are
extracted from the domain pattern utilizing the approximation of the
model for multilayers. To prevent any further uncertainty, the relative
changes to the film values have been determined (see text).

Question marks have to be put to the results obtained with
the structure in region C as (−K1,eff) is larger than K2. In
that situation it is not clear whether the application of the
formula for the domain size40 is allowed or not, although the
domain-wall widths appear still reasonably narrow.

Up to the dose applied in range (C) only small amounts of
the SiN layer are removed but no magnetic material. So, the
changes measured are solely due to changes of the magnetic
anisotropy. Low-energy ions can penetrate the multilayer and
destroy to some amount the interface quality.56 This will
surely contribute to the changes in the first-order anisotropy
constant via reducing the interface contribution. The changes
of the second-order anisotropy constant are most likely due to
alteration of the Co quality. This hypothesis is based on earlier
experiments where we could not identify any K2 contribution
that originates from the interfaces.33,48 One mechanism that
might be responsible for the change of K2 is the deformation

of the SiN membrane by implanted Ga. The deformation of
the membrane might cause strain in the metallic layer and thus
changes of the volume anisotropy constants.

Finally we can calculate the different energy contributions
based on the determined numbers. The magnetization canting
causes a reduction of the magnetostatic energy by 13% in
(C) compared to (A). The energy gain due to the decrease
of domain size from 121 to 84 nm is around 3% without
considering the additional domain-wall energy. Hence in
the canted phase the reduction of magnetostatic energy is
dominated by the canting itself.

V. CONCLUSION

We have presented an analytical formalism that describes
the behavior of single-layer systems in the canted phase of
the spin-reorientation transition in the limit of narrow 180◦
domain walls. The most important finding is the fact that the
domain size depends solely on the second-order anisotropy
contribution and a collapse of domain sizes does not occur.
The latter is a consequence of the domain-wall energy that
merges into a constant value on the decrease of the effective
first-order anisotropy constant. The model is valid in the canted
phase for −K1,eff < 2 K2. For multilayers, we have worked out
an analytical approximation that we have applied to results of
recent domain pattern investigations of Co/Pt-multilayer films.
We are able to determine relative changes of the magnetic
anisotropy constants utilizing the domain-size measurements
from images and the relative changes of canting angle.
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44A. Hubert and R. Schäfer, Magnetic Domains (Springer-Verlag,

Berlin, Heidelberg, 2009).
45A. Maziewski, V. Zablotskii, and M. Kisielewski, Phys. Status

Solidi A 189, 1001 (2002).
46V. Zablotskii, W. Stefanowicz, and A. Maziewski, J. Appl. Phys.

101, 113904 (2007).
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