
PHYSICAL REVIEW B 84, 085306 (2011)

Spin accumulation near Fe/GaAs (001) interfaces: The role of semiconductor band structure
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We show that the degenerate region which forms in the vicinity of the Fe/GaAs (001) interface in Schottky
tunnel barrier heterostructures plays an important role in spin transport. First, it is a prerequisite for a significant
spin current to exist in the absence of an applied bias voltage, which is essential for electrical spin detection.
Second, it establishes a well-defined electrochemical potential reservoir which functions as the source of spin
currents flowing into the bulk of the semiconductor. A rate-equation analysis shows that the optimal thickness
of the highly doped GaAs layer at the interface is in the range of 20 to 25 nm for Si dopings of 5 × 1018 cm−3,
in reasonable agreement with experiment. Both the sign and magnitude of the spin currents are sensitive to very
small changes in interfacial electronic structure, as demonstrated in annealing experiments.
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One of the important questions in semiconductor spin-
tronics is the extent to which the electronic structure in the
vicinity of an interface influences spin accumulation in the
bulk of a semiconductor. In the case of spin injection through
tunnel barriers, it is widely assumed that the spin current
flowing in the bulk of a semiconductor is directly related to
the spin polarization of the tunneling current flowing from
the ferromagnetic contact. Recent experiments, however, have
revealed that the spin accumulation inferred from standard
measurements, such as Kerr microscopy or electrical detection,
depends strongly on bias conditions.1–4 We consider the
example of epitaxial Fe/GaAs (001) Schottky barriers. Under
reverse bias, for which electrons flow from Fe into GaAs,
majority spin accumulation is observed, which is expected
given the Fe density of states (DOS) near the Fermi energy.
Under forward bias voltages of less than 0.1 V, minority spins
accumulate underneath the injector, as expected for a system
with linear response. At larger forward bias, however, majority
spin accumulation is observed, in contrast to expectations
as well as observations in metallic lateral spin valves.5,6

Simple drift-diffusion models of spin transport in the bulk
semiconductor describe the data quite well under both forward
and reverse bias,2 and for this reason theoretical work has
focused on how electrical spin injection and detection in
semiconductor spin devices depend on electronic properties
near the ferromagnet/semiconductor interface.7–11 In this
paper, we demonstrate that the degenerate region in the vicinity
of the ferromagnet/semiconductor interface plays a critical role
in determining the magnitudes of the spin currents that flow in
the semiconductor bulk.

The Fe/GaAs heterostructures were grown by molecular
beam epitaxy in a system with a base pressure of <5 ×
10−11 torr. The sample structure, from top to bottom, was
10 nm Au/10 nm Al/5 nm Fe/n+ GaAs (d nm)/2.5 μm n

GaAs/500 nm GaAs buffer/GaAs (001) substrate, with the
degenerately doped n+ GaAs layer thickness d being the
only variable. For lateral spin transport structures, the GaAs
buffer was undoped and the substrate was semi-insulating.
A set of companion structures for tunneling spectroscopy
measurements were grown on doped buffer layers and highly
conductive substrates. The n+ and n GaAs layers were doped

with Si at 4.5 × 1018 cm−3 and 6 × 1016 cm−3, respectively.
For the complete series of samples, d ranged from 5 to 30 nm
in increments of 5 nm, and an additional sample was grown
with d = 50 nm. In addition, a control sample, which consisted
of a d = 2μm thick n+ GaAs layer (4.5 × 1018 cm−3) on a
conductive GaAs substrate without the n GaAs layer, was also
grown for tunneling transport measurements. Fe films were
deposited in situ on As-rich c(4 × 4) reconstructed surfaces
at room temperature. An atomically abrupt interface without
any significant interfacial reaction between Fe and GaAs
was observed in scanning transmission electron microscopy.12

Details of the device fabrication process can be found in Ref. 2.
Band diagram simulations of the heterostructures at 20 K

were carried out by solving the Poisson and Schrödinger equa-
tions in one dimension self-consistently.13 The Fermi level
at the Fe/GaAs interface was set to yield the experimentally
determined Schottky barrier height of 0.77 eV.14 It can be
seen from the simulation results in Fig. 1(a) how the shape of
the Schottky barrier changes systematically with increasing d.
When d < 15 nm, the depletion width is larger than d, and
a wide barrier is found, for which the tunneling current is
expected to be negligible. When d is greater than 15 nm, the
barrier becomes significantly thinner (∼ 12 nm) near the Fermi
energy, and a degenerate region forms in which the Fermi level
is in the conduction band. In the range of d of significance for
our experiments, the degenerate region is effectively a quantum
well (QW), and for this reason we will use QW to refer to the
degenerate region henceforth. As noted by Dery and Sham,7

and discussed further below, the confinement of electrons in
this region must be considered when calculating the tunneling
DOS relevant for transport. As d increases from 15 to 30 nm,
there are no significant changes in the barrier profile, but the
QW becomes wider and deeper. As d increases above 30
nm, the QW depth remains fixed at approximately 160 meV,
but it continues to broaden until the bound states form a
continuum.

The current density j measured as a function of bias voltage
V at T = 15 K for samples with different d’s is shown in
Fig. 1(b). We will focus on the bias range −0.2 V (forward)
< V < +0.2 V (reverse), where “forward” refers to electrons
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FIG. 1. (Color online) (a) Simulated band diagrams under zero
bias at 20 K. The numbers indicate d (in units of nanometers).
(b) Contact j -V characteristics at 15 K. The schematic shows the
configuration for the contact j -V measurements. (c) Conductance
dI/dV for the d = 20 nm sample at 1.8 K. (d) Temperature-dependent
zero-bias conductance for the d = 20 nm sample.

tunneling from the semiconductor to the metal. In this regime,
j measured for the d = 5 nm (not shown) and 10 nm samples is
negligible (<0.06 A/cm2). A marked change in the character
of the j -V curves is observed when d = 15 nm, for which
the forward bias current (∼50 A/cm2 at −0.2 V) exceeds
the value expected for a Schottky barrier on n GaAs with
a corresponding bulk doping (n = 6 × 1016 cm−3), although
j remains small under reverse bias (2 A/cm2 at +0.2 V).
When d > 15 nm, j exceeds 50 A/cm2 at |V | = 0.2 V in both
bias directions, and for these samples it becomes possible to
carry out measurements of the differential conductance dI/dV

using lock-in techniques. A typical dI/dV measurement at
1.8 K on a sample with d = 20 nm is shown in Fig. 1(c), and
the zero-bias conductance as a function of temperature for the
same sample is shown in Fig. 1(d). Although there is a marked
contribution from thermionic emission at higher temperatures,
the zero-bias conductance approaches a measurable finite
value asymptotically as T → 0.

The transport behavior observed for sufficiently large d

is always tunneling-like at low temperatures.15 A critical fact,
however, is the marked change in behavior between d = 10 and
d = 20 nm, over which the onset of tunneling behavior is seen.
For larger values of d, the j -V curves become approximately
antisymmetric around zero bias, as expected for a heavily
doped Schottky tunnel barrier. The excess forward bias current
for d = 15 nm, however, indicates the presence of filled states
in the semiconductor from which electrons can tunnel into the
metal. Given the band diagram of Fig. 1(a), this happens only
when the Fermi level is above the conduction band minimum
in the QW. In other words, the tunneling DOS in forward bias
is determined by the DOS in the QW, which is partially filled
with electrons. This is in agreement with the more detailed
calculations of Song and Dery,11 who explicitly show that if
only the tunneling of free electrons from the semiconductor
bulk is considered, the tunneling current in the forward bias

should be exponentially small compared to reverse bias. The
contradiction with the experimental observation is resolved
by including the two-dimensional (2D) bound states in the
QW as suggested in Refs. 7 and 11. These states contribute
significantly to the tunneling current under forward bias.

Detailed tunneling measurements were performed by mea-
suring the contact differential conductance dI/dV and its
derivative d2I/dV 2 as a function of the bias voltage. This
method was previously utilized to demonstrate the existence
of 2D bound states in a surface accumulation layer at the
InAs/oxide interface16 and the tunneling behavior in spin light-
emitting diodes (spin-LEDs) with an Fe/AlGaAs Schottky
barrier.15 We focus first on the dispersive features that are ob-
served in all d2I/dV 2 spectra at reverse bias (positive voltage)
in Fig. 2. These features, which are indicated by vertical dashed
lines in Fig. 2, show a strong temperature dependence below
20 K and are interpreted to be the longitudinal optical (LO)
phonon features in the inelastic tunneling spectrum (at 36 meV
for GaAs).17 We find that the phonon-related features always
appear at the same current density for a given heterostructure,
and we use this fact to determine the series resistance for
each device. The series resistance is then used to determine
the actual interfacial voltage shown on the x axis of Fig. 2.
As expected, a corresponding set of dispersive features then
appears at the LO phonon energy under forward bias (negative
voltage). In addition, a zero-bias anomaly18 is observed in
every sample. Our focus here, however, is on the features
indicated by arrows in Fig. 2. These features show a much
weaker temperature dependence below 20 K than the phonon
and zero-bias anomalies, and they do not appear under reverse
bias. As d increases from 20 to 30 nm, the peak in d2I/dV 2

moves toward higher bias voltages, and a second peak emerges
for d = 50 nm.

Based on these observations, we attribute the additional
features observed in d2I/dV 2 under forward bias to tunneling
from bound states in the QW, as originally proposed by
Dery and Sham.7 As the forward bias voltage continuously
increases, each time when a bound state rises above the Fermi
level in the metal, the tunneling DOS in the QW drops by
an amount corresponding to the loss of one bound state.

FIG. 2. (Color online) d2I/dV 2 measured for the samples with
d = 20, 25, 30, 50 nm at 1.8 K and d = 50 nm at 20 K. The arrows
indicate the minimum energies of the 2D subbands relative to the
Fermi energy of the semiconductor.
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This drop in the tunneling DOS results in a drop in the
differential conductance16,19 and a corresponding extremum in
the d2I/dV 2 spectrum. As the width of the QW increases with
d, the number of bound states increases, so that the tunneling
DOS becomes effectively three dimensional.

To determine how the width of the QW in the vicinity of the
Schottky barrier affects the spin accumulation in the bulk of the
semiconductor, we utilize electrical spin injection and nonlocal
detection in nonlocal spin valves. This scheme is shown
schematically in the inset of Fig. 3(a) and is discussed in detail
in Ref. 2. The ordinate V↑↓ − V↑↑ in Fig. 3(a) is the difference
in the nonlocal voltage between the antiparallel and parallel
states of the Fe source and detection electrodes (labeled 2 and
3 in the schematic diagram). V↑↓ − V↑↑ is shown as a function
of the interfacial bias voltage at the source electrode. A typical
measurement data plot is shown in Fig. 3(b). No signal can
be detected in the 5, 10, and 50 nm samples. One ubiquitous
but confusing observation about the nonlocal data is that the
sign for a given bias voltage can be either positive or negative.
We will return to the interpretation of this fact below, but for
now we consider only the magnitude |V↑↓ − V↑↑|, as shown
in Fig. 4(a). We find that |V↑↓ − V↑↑| is extremely sensitive to
d. For d = 15 nm, |V↑↓ − V↑↑| is observed under forward bias
(10 μV at −0.4 V), but no signal is observed under reverse
bias. At d = 20 nm, spin accumulation is observed for both
bias polarities, but then the signal decreases and becomes
more symmetric with respect to bias as d increases further.
This figure illustrates a correlation that has been observed

FIG. 3. (Color online) (a) Nonlocal spin valve voltage V↑↓ − V↑↑
as a function of injector bias voltage V at 15 K for as-grown samples.
The numbers on each curve indicate d in units of nanometers. The
inset is a schematic drawing of the measurement configuration. (b)
A typical data set at a forward bias of 0.185 V for a sample with
d = 20 nm.

FIG. 4. (Color online) (a) The magnitude of the nonlocal spin
valve voltage |V↑↓ − V↑↑| as a function of injector bias voltage V at
15 K for different values of d . (b) The calculated spin accumulation
in the QW region, �μQW, as a function of d .

consistently for the many heterostructures fabricated in our
group: the devices which show the largest spin accumulation
always operate most effectively under forward bias, with very
little spin accumulation observable at reverse bias.

The absence of spin accumulation for d � 10 nm is
expected because the depletion depth exceeds the thickness
of the highly doped region, causing the tunneling current to
be negligibly small for both spin injection and spin detection.
The onset of a measurable |V↑↓ − V↑↑| at d = 15 nm occurs
only because of the existence of the QW, which begins to
form at this thickness, as seen in Fig. 1(a). At this value of d,
simulations indicate that carriers remain confined in the QW
under forward bias, but no confinement occurs under reverse
bias, suppressing the tunneling current and hence the spin
accumulation. As d increases, the QW becomes deep enough
to provide confinement at both forward and reverse bias
voltages. This is particularly important given that the Schottky
interface must function as a spin detector. In order to ensure
chemical equilibrium of spins between the semiconductor
and the ferromagnet, a well-defined spin current must flow
across the Schottky barrier under zero bias. It is impossible
to establish this condition in the absence of the QW, even if a
tunnel current flows at the biased injector.

When a bias voltage V is applied across the Schottky
barrier, a spin-polarized tunneling current jσ (σ =↑ , ↓) flows
into the QW, leading to a spin accumulation ñ↑ − ñ↓, where ñσ

is the spin-dependent areal electron density. The steady-state
value of ñσ is set by the balance of the spin-polarized charge
current jσ and the spins flowing between the semiconductor
bulk and the QW in the presence of spin relaxation: jσ =
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eñσ (1/τs + 1/τcap), where e is the electric charge, τs is the
spin relaxation time in the QW, and τcap is the characteristic
time for a spin to be transferred from the QW to the bulk. This
argument is similar to that invoked for oxide barriers in Ref. 20,
although in that case the intermediate layer was presumed to
consist of isolated defects with a long capture time. Based on
the measurements of Terauchi et al. on heavily doped quantum
wells (8 × 1017 cm−3),21 we expect that τs is on the order of
tens of picoseconds in the QW. An upper bound of the n+/n
GaAs interface resistance is estimated to be a few hundred
k� · μm2 from the zero-bias conductance, which gives τcap on
the order of 100 ps. Since τcap is of the same order of magnitude
as τs, electrons in the QW are spin polarized. In fact, in the limit
of �μQW � Ef , the corresponding electrochemical potential
energy splitting in the QW, �μQW, is

�μQW = ñ↑ − ñ↓

NQW(Ef )
= j↑ − j↓

e(iN 2D)(1/τs + 1/τcap)
, (1)

where NQW(Ef ) = iN 2D is the 2D DOS at the Fermi energy
Ef in the QW. N 2D = 2πm∗/h2 = 1.3 × 1013 eV−1 cm−2

denotes the DOS of one quantized 2D state, where m∗ is
the effective mass of an electron in GaAs and h is Planck’s
constant. i = 1,2,3, . . . is the number of quantized states
below Ef . �μQW functions as either the source or sink of
a spin current flowing into or from the bulk at the source or
detector. We have calculated jσ between Fe and the QW using
the WKB approximation and the barrier profile of Fig. 1(a).
Fe is modeled as a simple single-band ferromagnet with Fermi
wave vectors k

↑
fm = 1.1 Å−1 and k

↓
fm = 0.42 Å−1.22 It is found

that jσ calculated in the WKB approximation increases with
d initially but saturates after d = 30 nm, above which the
barrier profile is essentially fixed. The number of filled states
in the QW, however, continues to increase with d. As a
result, the calculated �μQW decreases above d = 30 nm, as
shown in Fig. 4(b). A similar analysis can be applied to the
detector, which is at zero bias. The spin current drawn by the
ferromagnet is negligible and has no effect on the d dependence
of the nonlocal voltage. In practice, �μQW is maximized for
d = 15–20 nm, very close to the onset of tunneling.

We now discuss the sign and the magnitude of the nonlocal
spin voltage V↑↓ − V↑↑ upon annealing. The samples were
heated in an N2 atmosphere at 200 ◦C for 1 h. Tunneling
conductance measurements show that the series resistance
and the inferred energy levels of the 2D quantized states
do not change upon annealing. The Schottky barrier height
increases slightly (for example, from 0.77 to 0.82 eV).14 The
measured V↑↓ − V↑↑ after annealing is shown in Fig. 5(a).
In all cases, significant changes in the spin valve signal are
observed relative to the data on unannealed samples shown in
Fig. 3(a). The most dramatic effect is a reversal in the sign
of the signal in some cases, although there are other changes,
such as the disappearance of the sign change under forward
bias in the d = 20 nm sample (for bias magnitudes less than
0.4 V).

It has previously been established that low-temperature
(< 200◦C) annealing enhances the spin injection efficiency of
the Fe/GaAs (001) interface as measured in spin-LEDs,14,23–25

which operate under large reverse bias. In a nonlocal spin
valve, however, the sensitivity of the unbiased detector

FIG. 5. (Color online) (a) V↑↓ − V↑↑ as a function of injector bias
voltage V at 15 K after annealing. (b) Energy band diagrams of the
Schottky barrier interface. For the case shown here, Ef is in the
minority-spin band (blue) before annealing and in the majority-spin
band (red) after annealing.

depends only on the polarization at the Fermi energy Ef .
As noted above, the dependence of the spin signal on injector
bias voltage clearly indicates a reversal in the sign of the
polarization at energies within 0.1 eV of Ef . When considering
an identical interface functioning as a spin detector, this
implies a strong dependence of the magnitude and sign of
the detection sensitivity on the exact position of Ef relative
to the interfacial band structure. In general, the Schottky
barrier height is dominated by interfacial states pinning the
Fermi level at metal/GaAs interfaces.26 The increase in the
Schottky barrier height upon annealing is consistent with an
increase in the interfacial density of states closer to the valence
band, resulting in Ef at the interface being pinned closer to
the GaAs valence band. Furthermore, annealing changes not
only the interface density of the spin-polarized states but also
their relative alignment at Ef by either shifting one surface
state band relative to another, as shown in Fig. 5(b), or, in a
rigid band model, shifting the position of both surface bands
relative to the bulk. Notice that the injector bias voltages in
our measurements are always large relative to the Fermi level
shift, and for this reason the Fermi level shift only impacts
the spin-dependent voltage at the detector. This very simple
representation ignores any possible changes in the tunneling
matrix elements, which are assumed to be independent of
spin. Although speculative, the particular situation shown
in Fig. 5(b) is consistent with all spin-LED,14,23–25 Kerr
microscopy,2,27 and nonlocal spin valve2,27 measurements to
date, including the recent annealing studies by Salis et al.4: a
significant weight in the minority DOS exists near the Fermi
level, and this shifts upward upon annealing. This increases
the degree of spin polarization at and below Ef , which is
consistent with both the increase in magnitude of the spin
polarization in spin-LEDs as well as the observed enhancement
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of the nonlocal spin voltage under reverse bias (the d = 15 nm
sample remains fully depleted under reverse bias, consistent
with an increase in barrier height). The important fact is
that the unusual injection bias dependence in the unannealed
samples is linked directly to the changes in the sign and
magnitude of the detection sensitivity upon annealing. If this
behavior can be understood, it points the way to a powerful
means to control the spin detection sensitivity by interfacial
engineering.

In summary, we have demonstrated how the narrow degen-
erate region in the vicinity of the ferromagnet/semiconductor
interface plays an essential role in spin injection and detection.
By systematically varying the Schottky barrier profile while

keeping the doping of the bulk semiconductor fixed, the filling
of states near the interface modifies the spin accumulation
strongly. The interfacial band structure near the Fermi energy
changes upon annealing, which modifies the magnitude of
the spin accumulation as well as its sign for small bias
voltages.
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