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Defect-trapped electrons and ferromagnetic exchange in ZnO
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A model for ferromagnetism observed at ambient temperature in films of oxides such as ZnO is proposed and
evaluated. The ferromagnetic moment in the model arises from electrons trapped at negatively charged vacancies
in an n-type oxide. These vacancies are capable of trapping either one or two electrons. Trapped electrons are
described by a one-band Hubbard Hamiltonian where the Hubbard U is the effective electron-electron repulsion
for a pair of electrons in a vacancy. Ferromagnetism is known to exist in the Hubbard model applied to periodic
three-dimensional (3D) lattices, provided the Hubbard U parameter exceeds the defect bandwidth W and the
filling is away from half or complete filling. Hybrid and local-density approximation density-functional theory
calculations are used to evaluate Hubbard model parameters for electrons trapped in defects in ZnO. They are
also used to calculate magnetic exchange couplings of well-separated, singly negatively charged defects, which
are induced by a conduction band electron. Strong ferromagnetic coupling between defects is found in these
total-energy calculations over a range exceeding 10 Å when the defects have a large, positive Hubbard U value.
Hubbard U values for oxygen (VO), zinc (VZn), and zinc-oxygen complex (VZnO) vacancies in various charge
states are estimated from defect transition levels. V−

ZnO, the negatively charged ZnO pair vacancy, and V−
Zn are

proposed as possible sources of magnetic moment in ferromagnetic ZnO films. These vacancies can trap one or
two electrons and their charge transition levels lie in the band gap. Some literature values of U and those obtained
here for unrelaxed vacancies are large enough to support a Hubbard model for ferromagnetism; however, U

values obtained depend strongly on lattice relaxation. The relaxed vacancies considered here have U/W values
which are not large enough for ferromagnetism using the simple criterion U/W > 1.
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I. INTRODUCTION

In the last decade, there have been numerous reports of
room-temperature ferromagnetism in oxide thin films doped
with transition metals (TM).1–8 More recently, there have
been reports of room-temperature ferromagnetism in oxide
thin films prepared without TM doping9–13 and the term
“d0 magnetism” has been coined.9 Many experimental studies
invoke oxygen2,7,11,12,14–16 or metal cation defects9,10 in the
exchange-coupling mechanism. Oxygen vacancies are postu-
lated to be important because of a strong correlation between
low oxygen partial pressures in film growth or processing and
observation of ferromagnetism. Two x-ray magnetic circular
dichroism (XMCD) studies6,7 of ferromagnetic Zn1-xCoxO
thin films reported no evidence for ferromagnetic order in
the Co2+ions. A Mössbauer study of ferromagnetic Fe doped
TiO2 found no ferromagnetic order of Fe ions.17 The primary
sources of the aligned magnetic moments and mechanism for
exchange coupling in these films therefore remain controver-
sial. Together with reports of ferromagnetism in the undoped
films just mentioned, it is possible that ferromagnetism in these
films is intrinsic to films with vacancy defects.

Any theoretical model of ferromagnetism, which is applica-
ble to a wide range of oxides ought to be generic: it should not
depend on details of interactions in a particular system. This
point has been emphasized recently.18,19 If vacancy defects
are responsible for ferromagnetism in thin films, the likely
requirements of a model for the exchange-coupling mechanism
are the following: similar defects with intrinsic magnetic
moments should exist in a range of oxides, they should be
thermodynamically stable up to (at least) room temperature
and the magnetic exchange coupling between them should
be strong enough (at typical defect near-neighbor distances)

to allow ferromagnetism to exist. One of the outstanding
questions, which arises in this context, is how ferromagnetic
exchange between paramagnetic vacancies is mediated over
relatively long distances of order 10 Å.

Here, we outline and evaluate a model for ferromagnetism
in oxide films with vacancy defects that is potentially universal.
Vacancy defects that can trap one or two electrons are
postulated to be the sites where magnetic moments are formed.
The defects have an intrinsic magnetic moment when a single
electron is trapped; when the population of these sites lies
between one and two electrons per site, the ground state of the
system is ferromagnetic, provided that the electron-electron
interaction on the vacancy site is large enough. We report
careful calculations of the Hubbard U value for the VZn and
VZnO vacancies, which are expected to be the most common
vacancies that can trap one or two electrons in n-type ZnO.
In order to achieve a magnetization comparable to values
observed in experiment, a defect density of order 1 at.% is
necessary.

Oxide films containing a reasonably high density of defects
are modelled by a one-band Hubbard model. Ferromagnetism
in one-band Hubbard models on lattices has been extensively
studied by several techniques including the high-temperature
series expansion (HTSE),20 the spectral density approach
(SDA),21 dynamical mean-field theory (DMFT),22 and the
quantum Monte Carlo (QMC) method.23 The dependence
of the Curie temperature on filling factor is known, at least
for ordered fcc,20,22 bcc,20,21 and sc20,24 lattices; the ratio of
Hubbard U to bandwidth W , necessary for ferromagnetism
to exist, depends on lattice type21 and it can be as low as
∼1.5 in the bcc lattice.21 We note that a Hubbard Hamiltonian
may be an oversimplification of the Hamiltonian for electrons
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trapped at defect site. Nevertheless, it is likely that a large
on-site repulsion is necessary for ferromagnetism mediated by
electron exchange between defects with varying near-neighbor
distances.

Hybrid density-functional-theory calculations (DFT) on
ZnO supercells with VZn, VO, or VZnO vacancy defects are
used to evaluate the viability of the model. The hybrid DFT
method used here (see Appendix A for details) avoids the
pitfalls of the local-density approximation (LDA) to DFT when
applied to oxides, which have been highlighted recently.18 The
hybrid DFT single-particle band gap predicted for ZnO is in
reasonable agreement with experiment (3.26 cf. 3.47 eV from
Ref. 25), whereas it is grossly underestimated in LDA.

Hubbard U parameters for trapped electron pairs are de-
duced from total-energy calculations on partialy filled vacancy
electron traps in different spin states and from transition levels
for VZn and VZnO in the 1- and 2- states. The U/W ratio
obtained this way depends strongly on whether the defect is
allowed to relax to its equilibrium configuration in a particular
charge state.

Current theoretical models for ferromagnetism in TM-
doped oxide films include a spin-split donor-impurity band
model,26,27 bound magnetic polarons,28,29 and direct exchange
of n-type carriers between TM impurity spins.30 Our model
is similar to a recent model proposed for ferromagnetism in
CaO31 and a recent Stoner model17 for ferromagnetism in
transition-metal impurity ions in TiO2.

The remainder of this paper is organized as follows: Sec. II
gives an overview of experimental work on ferromagnetic
oxide thin films, which is relevant to the exchange-coupling
mechanism, Sec. III gives a short review of current theoretical
models for ferromagnetism in TM-doped oxides, Sec. IV
outlines the Hubbard model used in this work, Sec. V
gives results of hybrid DFT calculations of defect formation
energies, transition levels, and estimates of Hubbard U and t

parameters as well as magnetic exchange coupling constant
calculations for Co2+ near V−

ZnO and V−
Zn vacancies. Finally,

these results are discussed and summarized in Secs. VI
and VII.

II. THIN FILM EXPERIMENTAL WORK

In this section, we briefly review the experimental literature
on ferromagnetism in transition-metal-doped ZnO and un-
doped metal oxide films. In particular, the importance of vac-
uum annealing of samples in the production of ferromagnetic
films, the magnetic state of transition-metal ions in the films,
and a correlation between magnetization and carrier density.
Room-temperature ferromagnetism was initially reported in
transition-metal-doped ZnO about a decade ago1 and thereafter
by many research groups.2,32–34

A strong correlation has been established between vacuum
annealing of samples and ferromagnetism in films. This
has been reported in Zn1-xCoxO,3,11,14–16,34,35 Zn1-xMnxO,36

ZnO,36 TiO2,12,13 and HfO2.10 In one case,15 cycling between
ferromagnetic and non-magnetic states by vacuum or air
annealing was clearly demonstrated. However, in another
study,10 annealing in O2 for 10 hours at 600 ◦C did not
destroy the ferromagnetism. The former observations have
been widely used to argue that oxygen vacancies are important

to ferromagnetism in both transition-metal-doped and undoped
thin films. In an earlier paper,37 one of the authors of this work
showed that VO was unlikely to be the defect responsible for
ferromagnetism in Zn1-xCoxO since its only magnetic state V+

O
was metastable. Furthermore, it does not exist in this charge
state in n-type ZnO thin films. Yet the empirical observation
of a strong correlation between film annealing in air or oxygen
and appearance of ferromagnetism must be explained.

Two groups have reported x-ray magnetic circular dichro-
ism (XMCD) studies6,7,38 of Zn1-xCoxO in which Co ions in
ferromagnetic films showed paramagnetic behavior, leading
the authors to conclude that the Co ions were not the source
of magnetization. Two visible-UV magnetic circular dichroism
(MCD) studies of Zn1-xMxO with M = Co, Mn, V, and Ti (see
Refs. 4 and 5) showed a Faraday effect at 3 eV in a region where
the ZnO film was still transparent and that ferromagnetism in
doped ZnO caused band splitting of the bulk ZnO electronic
structure. It was also concluded that the ZnO conduction band
was hybridized with the magnetic ions and was spin split.4

Paramagnetic39,40 and superparamagnetic39,41 transition-metal
clusters and other ferromagnetic secondary phases42 have been
identified in ZnO. Ferromagnetism has also been reported in
metal oxide thin films including HfO2,9,43 TiO2,43,44 In2O3,43

SnO2,45 and ZnO.10,19 Since these oxides are nonmagnetic in
their bulk form, vacancy defects may play an important role in
ferromagnetism in these oxides.

The relationship between carrier density and magnetization
was studied in Zn1-xCoxO films, which had been co-doped with
Al5,46 in order to control the n-type carrier concentration. In
one case, where the films were epitaxially grown,46 highly
resistive films were obtained by film deposition in a high
oxygen pressure: co-doping with Co and Al produced films
of much lower resistivity but none of the films of high
crystallinity showed any ferromagnetism. On the other hand,
films produced under low oxygen pressure and co-doped with
Co and Al showed a marked variation in magnetization with
carrier density.5 Several films with n-type carrier densities
below 3 × 1018 cm−3 showed significant magnetization, there
was an intermediate regime between that density and 1 ×
1020 cm−3 and films with carrier densities between that density
and 1 × 1021 cm−3 showed a magnetization which had a strong
dependence on density, peaking around 6 × 1020 cm−3.

The model, which we propose here, can account for
strong carrier density dependence of magnetization through
carrier-density-dependent filling of vacancy defect levels. Our
model consists of single carriers trapped in vacancies, possibly
either V−

Zn or V−
ZnO, with additional n-type carriers scattering

from these trapped electrons. It maps onto a one-band Hubbard
model, which has been demonstrated to have strong magne-
tization dependence on carrier density. Hence, according to
the model, one would expect to find carrier-density-dependent
ferromagnetism in samples with defects, but not in Co and Al
co-doped samples with high crystalline quality.

III. CURRENT THEORETICAL MODELS

Theoretical models for ferromagnetism in ZnO and other
oxides can be divided into models which assume direct
ferromagnetic coupling of transition-metal moments by car-
rier electrons and models in which VO or VZn vacancies
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play a role. Direct coupling of transition-metal magnetic
moments by conduction electrons has been proposed by
several groups30,47–49 using DFT,47,48 DFT + Hubbard U ,30,49

or hybrid DFT48 methods. These calculations used relatively
small supercells (2 × 2 × 1,47 2 × 2 × 2,48 or 3 × 3 × 230,49)
so that electron concentrations are very high (ranging from
2 × 1021 to 9 × 1021 cm−3 at one electron per supercell).
These studies find that once the Fermi level reaches the vacant,
minority-spin d states, the ferromagnetic state is strongly
favored energetically. Models in which exchange coupling
of TM ions is mediated by conduction band electrons alone
obviously cannot be applied to undoped oxides. These models
are also in disagreement with the experimental observation that
no ferromagnetism is reported in highly crystalline Zn1-xCoxO
films, which are co-doped with Al.46

Several studies have considered the possible role of VO in
promoting ferromagnetism.27,37,50 A DFT study on Zn1-xCoxO
and Zn1-xMnxO50 found that VO had little effect on magnetic
couplings of the transition-metal ions. A hybrid DFT study
by one of the authors37 found that VO in the 1+ state
could induce some ferromagnetic coupling between Co2+
ions in Zn1-xCoxO, but the V+

O vacancy was metastable. A
self-interaction corrected (SIC) DFT study27 concluded that
ferromagnetism in Zn1-xCoxO originates from CoZn/VO pairs
with a partially filled level close to the conduction band. The
coupling mechanism in this case is somewhat similar to direct
coupling by conduction band electrons in that a hybridized
transition metal d and VO state becomes occupied in the
ferromagnetic state. This model is similar to the impurity band
exchange model26 in which a shallow spin-split donor band
is associated with a polarized electron localized at oxygen
vacancy sites. Two recent DFT studies have proposed that the
VZn vacancy is the defect responsible for ferromagnetism in
ZnO films.51,52

IV. HUBBARD MODEL

In the model considered here, vacancy defects trap one
electron in a state with a magnetic moment of 1 μB and
additional electron carriers are scattered by these trapped
electrons. The number of electrons per vacancy defect lies
between one and two. Hybrid DFT calculations show that
when a single electron is trapped, the trapped electron wave
function is largely confined to the defect. However, when a
second electron is added to a supercell containing one VZnO

vacancy defect, the trapped electrons’ wave function is more
extended and may be a resonance in which the localized defect
wave function mixes with the bottom of the conduction band.
This leads to a large hopping amplitude between defects when
there is more than one electron per defect and a greater defect
level bandwidth.

The essential physics of magnetism in undoped oxide thin
films in this model is projected onto a single-band Hubbard
model:

H = tij c
†
iσ cjσ + 1

2Uniσni−σ , (1)

in which a defect is represented as a site, U is the on-site
coulomb repulsion energy, and t is a hopping parameter. In
an oxide with defects which are not ordered, the hopping
parameter will depend on defect separation but the Hubbard

U value is not expected to change significantly for a particular
defect type. There are threshold carrier densities and Hubbard
U parameters, which are necessary for ferromagnetism in
simple, ordered lattices. Nielsen and Bhatt53 have considered
a similar model to ours for ferromagnetism in finite systems
without transition-metal ions. They used a Hubbard model on
finite lattices and disordered clusters in which the hopping
parameter depended on the occupancies of both sites involved
in a hop and on the site separation. Hubbard parameters were
obtained from first-principles calculations on interstitial H−
ions, which have a much larger U value than the defects
considered here, owing to the greater confinement of the
trapped electron. They found similar magnetization for both
(ordered) finite lattices and disordered clusters.

Ferromagnetism in the phase diagram for the Hubbard
model on ordered lattices at finite temperatures21–23,54 requires
the ratio U/W to be greater than unity,54 depends on the
single-particle density of states23 and exists only away from
half-filling of the sites. W is the single-particle bandwidth
and half-filling corresponds to one electron per site. The
magnetization versus site-filling phase diagram is symmetric
about half filling for bipartite lattices (bcc, sc, etc.) with
particle-hole symmetry. Otherwise (e.g., fcc), ferromagnetism
exists only above half filling. In the large U limit, the Curie
temperatures for sc, bcc, and fcc lattices lie in the range
0.8 to 1.8 t , according to HTSE calculations by Henderson
et al.20 We find values of t (70 meV), W (400 meV), and U

in excess of 1 eV for unrelaxed VZnO vacancies separated by
just over 11 Å. These values place this system in the large
U limit and corresponding Curie temperatures predicted by
HTSE calculations20 lie in the range 650 to 1460 K. However,
the value of U decreases significantly when the VZnO vacancy
is allowed to relax.

V. RESULTS

A. Intrinsic magnetic defects in ZnO

V+
O is a spin-1/2 magnetic state of the oxygen vacancy.

It is a negative U defect and is metastable with respect to
dissociation into VO and V2+

O (see Refs. 37 and 55–57) and
is, therefore, unlikely to be found in n-type ZnO. VO does not
trap an electron to form V−

O according to hybrid DFT supercell
calculations; an electron added to a supercell containing VO is
accommodated in the conduction band and not in the vacancy.

The VZn vacancy is a deep acceptor with transition levels
ε(0/−) and ε(−/2−) reported to be EV + 0.1 (Ref. 58) and
EV + 1.0 eV (Ref. 59), according to theory and experiment,
respectively; below we report a value of EV + 0.64 eV for both
transition levels of VZn. Energy EV is the valence band max-
imum energy. It has a triplet spin-1 ground state.60 Vacancy
defects identified as VZn by positron annihilation spectroscopy
(PAS) were removed by annealing above 600 ◦C.61 The neutral
spin-1 VZn vacancy reported by Galland and Hervé in 197062

and more recently63,64 shows the two lines characteristic of
two holes in a triplet state.

Neutral ZnO pair vacancies VZnO, in which VO and VZn

vacancies are separated by a single Zn-O bond distance, have
no occupied dangling electron or unoccupied hole states. In this
work, we consider only VZnO pair vacancies where the vacancy
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FIG. 1. (Color online) Electronic band structure for a V2−
ZnO cluster

vacancy in a 2
√

3 × 2
√

3 × 2 supercell (solid red lines). The position
of the occupied electronic state containing the trapped electron in
singly-charged V−

ZnO is superimposed (dotted green line). This band
shifts upward by over 2 eV when this state becomes doubly occupied.
Inset shows two views of the crystal structure surrounding the V2−

ZnO

cluster vacancy: Zn ions (large, dark spheres), O ions (small, light
spheres), vacant Zn and O ion sites (large, light spheres). The Zn-Zn
distance for Zn ions, which are nearest neighbors of the vacancy O
site, is reduced to 2.62 Å.

axis is aligned with the crystallographic c axis. VZnO can bind
one or two electrons to form V−

ZnO or V2−
ZnO. The structure of

the V2−
ZnO defect, obtained by relaxing the positions of all ions

in a 2
√

3 × 2
√

3 × 2 supercell containing 94 ions, is shown in
Fig. 1, along with the electronic band structure for the defect.
Four dangling O 2p states surrounding a VZn vacancy form
nondegenerate a and triply-degenerate t band orbitals at the
� point of the Brillouin zone. The electronic configuration of
neutral VZn in wurtzite ZnO is a2t2t1t1, i.e., the t band orbital
has one doubly occupied and two singly occupied states, which
form a spin triplet (see Fig. 5 in Ref. 37). VO has two dangling
electrons; when VOand VZn combine, these dangling electrons
completely fill the t states, leaving no dangling electrons in
the neutral VZnO vacancy.

Three doubly occupied O 2p states in VZnO occur between
0.2 and 1.0 eV above the bulk valence band maximum (VBM)
(around −5 eV in Fig. 1). Dangling Zn 4s states surrounding
a VO vacancy form an a band orbital at the � point of the
Brillouin zone (see Fig. 4 in Ref. 37). This band is doubly
occupied in neutral VO. In neutral VZnO, this band is empty, in
V−

ZnO, it is singly occupied and a large splitting of the occupied
and empty single-particle levels is found. In V2−

ZnO, it is doubly
occupied and the occupied level in V−

ZnO shifts upward by
around 2.7 eV, indicating a large electronic U value for the
state. The positions of this level (doubly occupied in V2−

ZnO and
singly occupied in V−

ZnO) are shown as a solid red line around
−1.6 eV and a dotted green line around −4.3 eV in Fig. 1.

FIG. 2. (Color online) Wave functions for trapped electrons in
V−

Zn, V−
ZnO, and V2−

ZnO vacancies at the � point of the Brillouin zone.
Trapped electron wave function in V−

Zn (a) viewed along the c axis, (b)
viewed perpendicular to the c axis. Trapped electron wave function
in V−

ZnO (c) viewed along the c axis, (d) viewed perpendicular to the
c axis. Trapped electron wave function in V2−

ZnO (e) viewed along the
c axis, (f) viewed perpendicular to the c axis.

V−
ZnO has a magnetic moment of 1 μB . Wave functions for one

or two electrons trapped in VZnO vacancies and one electron
in V−

Zn are shown in Fig. 2. The overall character of the wave
function when two electrons are trapped in V2−

ZnO is similar, but
the extent to which the wave function for the trapped electron
pair spreads into the bulk via the conduction band is larger
than for the single trapped electron. Unlike V2−

ZnO, when V−
Zn is

transformed into V2−
Zn , there is no large upward shift of the t

states, which are being occupied, indicating a small electronic
Hubbard U value. The relaxed crystal structure for V2−

ZnO in
Fig. 1 shows that the trapped electron pair mainly resides in a
Zn3 “colloid” where the Zn-Zn distance is reduced from 3.25 Å
in bulk ZnO to 2.62 Å, close to the nearest-neighbor distance
in Zn metal (2.66 Å).

B. Defect formation energies

The formation energy for a defect X with charge q, Ef

Xq ,
is55,65

E
f

Xq = EXq − Ebulk0 + niμi + q(EF − EV ), (2)

where Ebulk0 and EXq are the total energies from supercell
calculations for the bulk crystal and the bulk crystal with a
defect X in charge state q, respectively. Variable ni is the
change in number of species i, removed from or added to the
supercell to create the defect, μi is the chemical potential of
species i, and EF − EV is the position of the Fermi level rel-
ative to the valence band maximum level. Appropriate values
for the chemical potentials of the crystal constituent elements
have been discussed in Refs. 65 and 58 and elsewhere. The
formalism used to calculate formation energies assumes that
the chemical potential of Zn is equal to that of Zn in the solid
state. The chemical potential for O relative to the standard
chemical potential of O, μ�

O, in the oxygen molecule is

μO = μ�
O + kT ln

P

P � , (3)
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where P is the oxygen partial pressure and ideal gas behavior
has been assumed. Under typical oxide thin film growth condi-
tions, the oxygen pressure in the growth chamber is in the range
10−2 to 10−1 mBar.3,46 At a typical film surface temperature of
500 ◦C, the oxygen atom chemical potential is −0.6 to −0.8
eV less than at standard temperature and pressure. In previous
defect formation energy calculations,58,65 the oxygen chemical
potential μO was assumed to lie in the range

μ�
O[O2] > μO > μ�

O[O2] + �Hf [ZnO], (4)

where the experimental value of �Hf (ZnO) is −3.5 eV,66 and
to take the value, μ�

O[O2] + �Hf [ZnO], under oxygen-poor
conditions. In this work the chemical potentials, μO and μZn,
and heat of formation of ZnO are approximated using the
total energies of the bulk ZnO crystal, the O2 molecule in its
triplet ground state and bulk Zn metal. Values for �Hf [ZnO]
of −4.5 and −3.9 eV are obtained from B3LYP and LDA
calculations using the CRYSTAL code67 and compare to an
experimental value of −3.5 eV (see Ref. 66) and −3.6 eV
from another LDA calculation.58

Oxide thin films of interest in this work are typically grown
with low oxygen partial pressures and so the chemical potential
for oxygen, μ�

O[O2] + �Hf [ZnO], is used. As just noted,
this value lies below the actual oxygen chemical potential,
but facilitates comparison of defect formation energies with
those already in the literature. It also results in predictions of
negative formation energies for the VO vacancy at low Fermi-
level positions (see below).

The total energy of a periodic system containing a charged
defect includes contributions from interactions between the
defect charge and its images in other unit cells and a uniform
compensating charge,68 added to make the unit cell charge
neutral overall. Methods used to obtain defect formation
energies and transition levels in this work are described in
Appendix B. Formation energies from this work reported in
Table I were obtained for fully relaxed 3 × 3 × 3 supercells.
They have not been corrected for defect-defect coulombic
interactions. For defect concentrations relevant to the model
for oxide ferromagnetism investigated here, a defect density
of around one percent is expected and so defect-defect
interactions will be present in the system being modeled.

Calculations in this work were performed using the Dirac
exchange approximation69 and the Vosko, Wilks, and Nusair
approximation to correlation70 in the LDA and B3LYP71,72

hybrid DFT Hamiltonians (see Appendix A). In earlier work,58

various schemes were applied to formation energies and
transition levels calculated using an LDA Hamiltonian, in order
to correct raw values obtained for the LDA band-gap error. No
correction is made to formation energies derived from LDA
or hybrid DFT calculations in this work to facilitate a direct
comparison of the predictions of the two methods; as noted
above, the hybrid DFT method used here predicts a bulk ZnO
band gap in reasonable agreement with experiment, 3.26 eV
compared to 3.47 eV,25 and no band-gap correction is needed.

Single-vacancy defect formation energies for oxygen-poor
conditions, with the Fermi energy at the valence band maxi-
mum, are given in Table I along with selected literature values.
Variation of defect formation energy with Fermi-level position
is derived from values in Table I and Eq. (2). Formation

TABLE I. Formation energies in electron volts of single vacancy
defects under oxygen-poor conditions with EF = EV .

VO V+
O V2+

O VZn V−
Zn V2−

Zn

B3LYPa 0.5 −1.2 −3.7 7.5 8.1 8.7
HSEb 1.0 . . . −3.4 7.1 8.0 10.1
GGAc 1.0 0.3 −0.5 5.4 . . . . . .

LDAa 0.4 . . . . . . 5.1 . . . . . .

LDAd 0.0 0.2 −0.3 5.5 5.8 6.6
LDAe 1.5 0.8 −0.5 5.8 5.7 5.8
LDAf 0.7 0.6 −0.4 5.9 6.0 6.3
LDA + U f 1.34 0.81 −0.6 6.4 6.5 6.9
GGA + U c 1.71 0.71 −0.7 5.6 6.0 7.1

aThis work.
bHeyd, Scuseria, and Ernzerhof hybrid density functional,73,74

Ref. 75.
cRef. 76.
dRef. 55.
eRef. 56.
fRef. 58.

energies of VO, VZn, and VZnO in relevant charge states
are shown in Fig. 3 as a function of Fermi-level position.
Formation energies denoted “relaxed” in Fig. 3 were calculated
using ion positions, which were relaxed for each charge
state of the defect; alternatively, formation energies denoted
“unrelaxed” were calculated using ion positions where all
ions (except those removed to create the vacancy) were in
their equilibrium bulk positions. The data in Fig. 3 show
that predicted charge states of vacancies as a function of
Fermi-level position depend strongly on atom relaxation. In
particular, without relaxation all vacancies considered are
predicted to be positive U defects, so that singly charged states
of vacancies are observed over wide Fermi-level ranges, while
after relaxation, both VO and VZnO vacancies become negative
U defects and the U value for VZn becomes zero.

According to literature values in Table I, the formation
energy for VO ranges from 0.02 to 1.5 eV in early LDA
calculations (Refs. 55 and 56) or 1.71 eV in a generalized
gradient approximation plus U (GGA + U ) calculation;76

more recent LDA, GGA, and hybrid DFT calculations place
the formation energy for neutral VO in the range 0.4 to 1.0 eV,
under oxygen poor conditions. The values, which we obtain
from LDA and B3LYP calculations, are 0.4 and 0.5 eV,
respectively. There is good agreement between LDA and
B3LYP calculations of the VO formation energy in this work,
but these methods predict quite different defect formation
energies for charged states of defects, and therefore, different
transition levels.

The V+
O vacancy has been shown previously to be a

metastable state of the oxygen vacancy. Calculated values for
its formation energy, with the Fermi energy at the VBM level,
range from −1.2 eV using the B3LYP hybrid functional to
0.81 eV using LDA + U .58 The formation energy for V2+

O
is predicted by the HSE and B3LYP hybrid functionals to
be −3.4 and −3.7 eV, respectively, while LDA or LDA + U

methods place the formation energy of V2+
O in the range −0.3 to

−0.7 eV. Underestimation of the gas phase chemical potential
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FIG. 3. Defect formation energies as a function of Fermi-level
position for VO, VZn, and VZnO obtained using a B3LYP hybrid
DFT Hamiltonian. (Upper panel) Formation energies obtained using
fully relaxed 3 × 3 × 3 supercells. (Lower panel) Formation energies
obtained using unrelaxed 3 × 3 × 3 supercells.

for oxygen by around 3 eV, as noted above, results in a large
negative formation energy for V2+

O .
Values for the formation energy of the neutral VZn vacancy,

under oxygen-poor/zinc-rich conditions, range from 5.1 to
7.5 eV (Table I). Modifying the Hamiltonian from LDA
or GGA to LDA + U or GGA + U , or by using a hybrid
functional rather than LDA, increases the formation energy
for VZn by up to 2.4 eV. Figure 3 shows that the charge states
with the lowest formation energy for relaxed VZn are VZn and
V2−

Zn , for Fermi energies below or above the 0.6 eV ε(2−/0)
transition level. This does not mean that these calculations
predict that V−

Zn is not observed. The predicted energy of VZn

plus V2−
Zn is the same as twice the energy of V−

Zn, so that when
electrons are added to a ZnO sample containing uncharged
VZnvacancies, the Fermi level will shift to +0.6 eV and a
mixture of the three charge states will be observed.

Formation energies for VZnO in its various charge states
are given in Table II and combined defect formation energies
for separate VO and VZn vacancies are compared to formation
energies for the VZnO pair vacancy for various net charge states
as a function of Fermi-level position in Fig. 4. Formation of

TABLE II. Formation energies in electron volts of VZnO in various
charge states under oxygen-poor conditions with EF = EV .

V2+
ZnO V+

ZnO V0
ZnO V−

ZnO V2−
ZnO

B3LYPa 2.7 3.3 4.2 6.6 8.4
LDAa . . . . . . 4.0 . . . · · ·
aThis work.

VZnO or V2−
ZnO is favored over separated vacancies by around

1 eV for all Fermi-level positions, except for a narrow range of
Fermi-level positions where VZnO is positively charged. This
vacancy was also considered by Vidya et al. in a recent DFT
study of cluster vacancies in ZnO.77 They found that the VZnO

vacancy is bound with respect to the separated vacancies by
just over 1 eV, in all charge states. The results reported in Fig. 4
were obtained from formation energies of single-vacancy
defects in 3 × 3 × 3 supercells. The large binding energy of
the VZnO defect was confirmed by comparing the total energies
of V−

Zn and VO defects in a 3 × 3 × 3 supercell with that from
a V−

ZnO defect in a 3 × 3 × 3 supercell. The binding energy of
V−

ZnO obtained from single-vacancy formation energies was
1.9(4) eV, which compares to 2.0(1)eV from total energy
calculations. VO and VZn annealing temperatures are predicted
to be 909 K for VO, 655 K for V2+

O , and 539 K for V2−
Zn

(Ref. 58) and, hence, at least Zn vacancies are expected to
be mobile under oxide thin film growth conditions. Under
oxygen-poor conditions and in the presence of n-type carriers,
many O vacancies are therefore expected to exist as VZnO pair
vacancies (see Fig. 4).

C. Defect transition levels

Transition levels for charged defects are obtained by
comparing formation energies of a defect in two distinct charge
states (q and q ′, say) and solving for the Fermi-level position
at which they become equal, ε(q/q ′), which is

ε(q/q ′) = Ev + Etot(Xq ′
) − Etot(Xq)

q − q ′ . (5)
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FIG. 4. Combined defect formation energies as a function of
Fermi-level position for VO and VZn compared to the formation energy
for VZnO obtained using a B3LYP Hamiltonian.
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TABLE III. Transition levels in electron volts relative to EV .

Defect q/q ′ LDAa LDA + U a B3LYPb B3LYPc HSEd

VO +/0 0.1 0.5 1.7 1.8 . . .

2+/+ 1.0 1.4 2.5 2.7 . . .

2+/0 . . . . . . 2.1 2.2 2.2
VZn −/0 0.1 0.1 0.6 . . . 0.9

2 − /− 0.3 0.4 0.6 . . . 2.5
2 − /0 . . . . . . 0.6 . . . . . .

VZnO 2+/0 . . . . . . 0.8 . . . . . .

2+/+ . . . . . . 0.9 . . . . . .

+/0 . . . . . . 0.6 . . . . . .

−/0 . . . . . . 2.4 . . . . . .

2 − /− . . . . . . 1.9 . . . . . .

2 − /0 . . . . . . 2.2 . . . . . .

aRef. 58.
bThis work.
cRef. 78.
dRef. 75.

Transition levels for VO, VZn, and VZnO vacancies from
B3LYP hybrid DFT calculations are given in Table III along
with selected literature values. No correction for finite super-
cell size has been made to our formation energies; transition
levels are obtained from relaxed 3 × 3 × 3 supercell formation
energies given in Tables I and II. Data in Table III show
that uncorrected transition levels from LDA and LDA + U

calculations lie well below those predicted by hybrid density
functionals. There is good agreement between our transition
levels and another recent B3LYP calculation,78 which used
the same gaussian orbital code and a different method, based
on Janak’s theorem.79 There is also good agreement between
our transition levels, obtained using a B3LYP hamiltonian and
those by Oba et al.,75 who used the hybrid functional of Heyd,
Scuseria, and Ernzerhof (HSE73,74), except for the position
of the ε(2 − /−) level of VZn. We find that the ε(−/0) and
ε(2 − /−) levels both lie 0.6 eV above the Fermi level, whereas
Oba et al. find these levels to lie 0.9 and 2.5 eV above the Fermi
level. Thus Oba et al. find a Hubbard U value of 1.6 eV for
VZn, while we find 0.0 eV. This disagreement is surprising
since other transition levels in our calculations are in good
agreement with other values from hybrid DFT calculations.

D. Estimate of Hubbard model parameters

The Hubbard U parameter is obtained from the difference in
transition levels of the doubly and singly occupied vacancies,
so that for an acceptor defect,

U = ε(2 − /−) − ε(−/0) = EX2− − 2EX− + EX0 . (6)

This method for estimating the values of U includes the
relaxation of the lattice and electronic degrees of freedom. The
relative contributions of the lattice and electronic relaxations
to the U value can be obtained using Eq. (5) with total energies
obtained when the lattice has been (or has not been) relaxed.
The large defect relaxation energies in ZnO are associated
with large inward or outward movements of ions immediately
surrounding the vacancy. For example, the Zn ions in the
V2−

ZnO vacancy relax inwards (Fig. 1) while the Zn ions in
V2+

O relax outwards. These relaxations are accompanied by

TABLE IV. Hubbard U parameters in electron volts for unre-
laxed and relaxed vacancy defects obtained from transition-level
differences. Values given for VZnO relate to negative charge states
of the defect.

Unrelaxed Relaxed

VO 1.9 −0.8
VZn 1.5 0.0
VZnO 1.2 −0.6

large shifts in single-particle energy eigenvalues in hybrid DFT
calculations and large changes in Hubbard U values. Parameter
U was also estimated for VZnO using total energy calculations
on supercells containing pairs of vacancies. Calculations are
performed for different electronic configurations and total
energies were fitted to the Hubbard Hamiltonian in Eq. (1).

Hubbard U values from transition-level differences for
relaxed and unrelaxed (i.e., bulk equilibrium ion positions)
3 × 3 × 3 supercells are given in Table IV. Unrelaxed defect
calculations predict large positive U values for each vacancy
defect. The U values for VZn and VZnO unrelaxed vacancies
increase by several tenths of an electron volt when extrapolated
to infinite defect separation; relaxation of supercells larger than
3 × 3 × 3 using hybrid DFT Hamiltonians is very expensive
in computer time and so extrapolation of the relaxed supercell
U values to infinite defect separation was not done.

When all atomic positions in the unit cell are allowed to
relax, U values for VO and VZnO change sign to become
negative, while the U value for VZn becomes zero. Relaxation
energies given in Table V were obtained beginning with
the energy of the neutral vacancy with atoms in their bulk
positions. The neutral vacancy relaxation energy is the amount
of energy recovered when all atomic positions in the cell are
allowed to relax. The singly charged vacancy relaxation energy
is the amount of energy recovered when a charge is added to
the neutral supercell, with the relaxed atomic configuration for
the neutral defect, and all atomic positions are again allowed
to relax. The doubly charged vacancy relaxation energy is
obtained by adding a second charge and relaxing again. V2+

O
and VZnO have relaxation energies in excess of 1 eV.

The relevance of the relaxation energies in Table V to
ferromagnetic exchange in oxides is as follows: if the scattering
time is shorter than the lattice relaxation time around a defect
which is in a singly negatively charged state, then the vacancy
will not relax to its equilibrium doubly charged configuration
within the scattering time. The relevant U value in this case
is higher than the fully relaxed value by the relaxation energy
obtained when a singly charged defect traps a second electron.
For example, this would raise the relevant U value for VZnO

TABLE V. Relaxation energies in electron volts for vacancy
defects.

Charge VO VZn VZnO

0 0.3 0.9 2.1
1 0.8 0.4 0.6
2 1.1 0.5 0.8
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from −0.6 to +0.2 eV and that for VZn from 0.0 to +0.5 eV,
according to the relaxation energies given in Table V.

The predicted negative U character of fully relaxed VZnO in
Table IV may arise because its electronic structure is similar
to that of VO, which is also a negative U defect. VO has two
dangling electron states and VZn has two associated hole states.
In VZnO, the hole states associated with the Zn part of the pair
vacancy are filled by the dangling electrons from the O part
of the vacancy. VZnO is therefore analogous to V2+

O and V2−
ZnO

is analogous to VO. Hence, the electronic structure of VZnO

resembles that of VO and the positions of the corresponding
transition levels are quite similar (Table IV).

Parameter U was also estimated for the unrelaxed VZnO

pair vacancy by calculating total energies for different total-
spin states when there were three trapped electrons per pair
of VZnO vacancies in a 4

√
3 × 2

√
3 × 2 supercell; weak

antiferromagnetic coupling between electrons was found when
there were two electrons in the same supercell, as expected.

Hybrid DFT calculations, with two trapped electrons
and the spins in either vacancy in parallel or antiparallel
configurations, showed an energy difference for these two
states of just 1 meV, with the antiparallel configuration
lower in energy. Thus there is very weak antiferromagnetic
coupling between electrons with one electron per defect with
a defect separation of over 11 Å. This calculation illustrates the
problem of explaining how ferromagnetic exchange between
paramagnetic defects can arise over this range. However,
similar calculations with three trapped electrons, with a total
spin of zero or one-half, resulted in a total energy difference of
220 meV, even though the vacancy centers were separated by
over 11 Å. The spin one-half state was lower in energy. This
energy difference is attributed to the difference in Coulomb
repulsion energies for the trapped electrons in either state.
In the spin-zero state the spin-up and down populations on
either site were both 0.75, while in the spin one-half state the
spin-up and down populations were 1.00 and 0.50 for either
site. According to the Hubbard model in Eq. (1), the Coulomb
energies of the two states are, respectively, 9U/8 and U . The
total energy difference of 220 meV therefore corresponds to
a U value of 1.7 eV for the on-site interaction of trapped
electrons, which compares with the value of U = 1.2 eV from
the differences in transition levels (Table III).

The value of t for hopping between vacancies is estimated
from the bandwidth of the trapped electrons. The bandwidth
is 0.4 eV and each vacancy has six neighbors, leading to a t

value of 0.07 eV; together with a U value of 1.2 eV this gives
a U/W ratio of 3. However, the large value of U in this ratio
is found only for the unrelaxed VZnO vacancy.

E. Role of transition-metal impurities

In order to investigate the magnetic coupling of Co2+
ions in the vicinity of defects with a magnetic moment, a
series of calculations was performed in which Zn2+ ions at
all unique sites close to V−

ZnO or V−
Zn vacancy centers were

individually substituted by Co2+. For each site, calculations
were performed with the Co2+ and vacancy-defect electron
spins parallel or antiparallel. Calculations were also performed
with pairs of Co2+ ions in the absence of vacancy defects to
determine near-neighbor direct couplings of Co2+ ions (which

TABLE VI. Total energy difference �E = E↑↑ − E↑↓ in meV
for CoZn separated by distance d in Å.

dCo−Co �ECoCo
a �ECoCo

b

3.20 12.2 16
4.57 0.1 6
5.61 0.6 · · ·
5.63 0.3 · · ·
7.66 0.0(2) · · ·
aThis work.
bRef. 81.

are all antiferromagnetic, as expected,30,80 see Table VI).
Chanier et al.81 obtain values of 16 and 6 meV for the
total energy difference �E using the LSDA+U method for
near-neighbor Co2+ ions in the same basal plane and in
adjacent planes. These may be compared to our values of
12 and 0.1 meV in Table VI.

When calculations were performed with pairs of Co2+
ions in the presence of the negatively charged defect, it was
found that all total energies could be mapped onto an Ising
Hamiltonian,

H =
∑

i<j

J CoiV SCoi
SV + J CoiCoj SCoi

SCoj
, (7)

where J CoiV and J CoiCoj are Co2+/trapped electron and
Co2+/Co2+coupling energies, respectively. Hamiltonian pa-
rameters for Co2+ions interacting with V−

ZnO or V−
Zn vacancies

are given in Table VII as the total energy differences. Most
calculations of the difference between ferro- and antiferro-
magnetic arrangements of the defect and Co ion moments
were performed using Co ions substituted at Zn sites with
no lattice relaxation; total energy differences where lattice
relaxation was performed are shown in parentheses. Indices i

and j label sites around the vacancy and the Co2+ and trapped
electron spins (SCoi

and SV) are classical unit vectors, so
that energy differences between spin parallel and antiparallel
configurations are twice the J value. Magnetic coupling of
Co2+ ions in ZnO is antiferromagnetic and very short ranged;
it is also antiferromagnetic between single trapped electrons
in V−

ZnO vacancies and surrounding Co2+ ions, while it is
ferromagnetic between single trapped electrons in V−

Zn and
surrounding Co2+ ions.

Strong magnetic coupling between trapped electrons and
Co2+ ions is only found where there is significant overlap
between the trapped-electron wave function and Co2+d states.
Hence, a trapped electron can form a small magnetic polaron
with Co2+ ions in its vicinity, although the range over
which strong coupling is found (>10 meV, say) is short
and is confined to neighbors within 5 Å of the defect center
(Table VII). Even though there is antiferromagnetic coupling
of V−

ZnO and Co2+ magnetic moments, the polaron will always
have a net moment since the moments of the Co2+ ions
(3 μB) exceed those of the trapped electron (1 μB) and all
Co2+ions in a polaron have their spins antiparallel to the
trapped electron spin. The coupling of Co2+ ions to the trapped
electron is stronger than that between Co2+ ions (6 meV at
nearest neighbor and negligible at longer range, Table VI).
Most calculations of magnetic coupling between Co2+ions
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TABLE VII. Total energy difference �E = E↑↑ − E↑↓ in meV
for V−

ZnO and CoZn or V−
Zn and CoZn separated by distance d from the

O or Zn vacancy site, in angstroms. Values of total energy differences
were obtained using bulk atomic positions for all atoms in most cases.
Values of total energy differences where all atomic positions in the
unit cell were relaxed are given for four cases.

dCo−V−
ZnO

�ECoV−
ZnO

a �ECoV−
ZnO

b

1.98 394.0 · · ·
3.25 4.6 18.9
3.80 1.9 · · ·
3.80 −6.4 · · ·
4.59 14.8 · · ·
4.95 0.0 · · ·
5.00 25.4 40.4
5.90 1.0 · · ·
5.95 0.3 · · ·
6.50 1.5 · · ·
6.74 2.7 2.4

dCo−V −
Zn

�ECoV−
Zn

a �ECoV−
Zn

b

3.26 −78.6 · · ·
3.30 0.4 . . .

4.54 −4.2 · · ·
5.16 −8.0 · · ·
5.59 2.2 · · ·
5.64 −1.2 · · ·
5.69 −8.0 · · ·
7.63 1.4 0.4

aBulk atomic positions.
bRelaxed atomic positions.

and trapped electrons were performed with ions at bulk ZnO
positions because of the computational expense of relaxing
atomic positions. However, in four cases (Table VII), all
atomic positions in the unit cell were relaxed for both ferro-
and antiferromagnetic configurations. The magnetic coupling
energies determined for these relaxed configurations show
some dependence of magnetic coupling energies on atomic
position, but do not change the conclusion that small, strongly
bound magnetic polarons form around a trapped electron with
a radius of about 5 Å.

VI. DISCUSSION

A. Trapped-electron model for ferromagnetism

The trapped-electron model for ferromagnetism in oxides
requires paramagnetic centers which are sufficiently close to
permit exchange coupling via electron or hole exchange. It
also requires strong interactions between electrons (or holes)
and the electron (or hole) at the paramagnetic center. Here, we
have adopted the criterion, that the Hubbard model U value to
bandwidth W ratio exceeds unity, as indicating likely existence
of ferromagnetism in a trapped-electron model.

Paramagnetic vacancy defects, such as F centers or elec-
trons trapped at cation or anion-cation pair vacancies, are
observed in many oxides and other ionic compounds; this
model can therefore meet a requirement that it be able to
explain weak ferromagnetism in a range of materials. The
charge state of these centers, and therefore their efficacy in

promoting ferromagnetism, will depend on the density of n-
or p-type carriers present in the material and on the transition
levels of the particular defect.

The bandwidth for the vacancies considered here is 0.4 eV at
a concentration of around 1 at.%. We find values of t (70 meV),
W (400 meV) for VZnO vacancies separated by just over
11 Å. As noted above, the Curie temperature in the Hubbard
model is set by the absolute value of the hopping parameter
t , and Curie temperatures predicted by HTSE calculations20

corresponding to this defect bandwidth lie in the range of 650
to 1460 K. Hence, the requirement that the model supports
ferromagnetism above room temperature will be satisfied,
provided that the Hubbard U parameter is large enough and
that the carrier density providing exchange coupling between
electrons trapped at vacancies is in the correct range20–22 to
support ferromagnetism.

We have calculated Hubbard-model U values for the VZnO

anion-cation pair vacancy and the VZn cation vacancy. These
vacancies have relatively low formation energies in ZnO for
high Fermi-level values, which are likely to be encountered
in n-type ZnO (see Fig. 3). VZnO is strongly bound with
respect to isolated VZn and VO single-atom vacancies; at least
VZn is expected to be mobile at temperatures used to prepare
ferromagnetic ZnO thin films58 and so it is likely that VZnO

will exist in these films. The correlation between low oxygen
partial pressure and ferromagnetism in ZnO films would be
explained if V−

ZnO (rather than V−
Zn) were the paramagnetic

center responsible for ferromagnetism when these centers
are coupled to a ferromagnetic state by additional electron
carriers.

Using total energy calculations on pairs of V−
ZnO centers in a

supercell, we have shown that strong ferromagnetic coupling
(of order 200 meV) between V−

ZnO centers is induced when
an extra electron is added to the supercell, provided that the
VZnO vacancy structure is unrelaxed, so that the center has
a large U value. When the extra coupling electron is absent,
only weak antiferromagnetic coupling (of order 1 meV) is
found between the paramagnetic centers. The authors of the
present work are not aware of any other first-principles cal-
culations on defect-induced ferromagnetism which consider
a noninteger number of electrons per defect. This feature
of the model presented here may be key to explaining
strong coupling of paramagnetic centers in oxides over ranges
exceeding 10 Å.

The main difficulty in asserting that V−
ZnO or V−

Zn are the
magnetic centers responsible for ferromagnetism in ZnO is
their negative (VZnO) or small (VZn) predicted U values, when
fully relaxed. However, if we assume that the structures of
VZnO and VZn vacancies in the ferromagnetic state are those
of V−

ZnO and V−
Zn(because the extra electrons scatter from them

in a short time) then their effective U values will be greater
than the values obtained using full lattice relaxation in each
charge state, by the relaxation energy of the double-charged
vacancies. As noted above, the effective U value of VZnO would
increase from −0.6 to +0.2 eV and the value for VZn would
change from 0.0 to +0.5 eV. However, these values are too
small (VZnO) (or marginal for VZn) to meet the Hubbard-model
criterion for ferromagnetism, U/W > 1, since W = 0.4 eV at
a defect concentration of 1 at.%. Hubbard U values for VZn

from the literature are given in Table III. LDA and LDA + U 58
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values for U are 0.2 and 0.3 eV, respectively, while a value of
1.6 eV was obtained from a hybrid DFT calculation.75 This
latter value is in disagreement with our hybrid DFT value of
0.0 eV; it arises because the ε(2 − /−) level in the calculation
by Oba et al. (2.5 eV) is much higher than the value that we
obtain (0.6 eV).

B. Comparison to experiment

The principal source of magnetization in the model pre-
sented in Sec. V is charged vacancy defects. This source may
be supplemented by transition-metal ion moments which, if
present, may be ferro- or antiferromagnetically coupled to
carriers associated with the vacancies. We assume a magnetic
moment per vacancy of 0.5 μB , the expected moment for
VZnO or VZn with 1.5 n-type carriers per vacancy, when fully
polarized in an external field. A magnetization of 1 emu cm−3

in ZnO corresponds to 2.61 × 10−3 μB/f.u. and the volume
per formula unit (f.u.) in ZnO is 24.2 Å3. The mean separation
of magnetic vacancy defects with a moment of 0.5 μB when
the bulk magnetization is 1, 10, or 100 emu cm−3 in ZnO is
16.7, 7.7, or 3.6 Å, respectively. We define the mean separation
of defects to be the cube root of the volume per defect.
The mean defect separation of VZnO pair vacancies in the
supercell calculations described in Sec. V D, which were
used to obtain the Hubbard U parameter, was 13.2 Å and the
shortest defect-defect separation in the supercell was 11.2 Å.
When this supercell is fully polarized, the magnetization
is 1.0 × 10−2μB/f.u. or 3.8 × 10−3 emu cm−3. The carrier
density corresponding to 1.5 electrons per vacancy in the
supercell is 6.5 × 1020 cm−3.

Experimental magnetization data for pure oxide films and
films co-doped with transition metals are summarized in
Table VIII. Some groups report a nonlinear relationship been
magnetization and film thickness, suggesting that the magne-
tization is concentrated in a surface layer. Indeed, Straumal
and coworkers36 have surveyed the experimental literature

TABLE VIII. Magnetic moments measured in undoped and TM-
doped oxide single crystals, films, and wires. Film thickness or wire
diameter, preparation method, magnetization converted to μB/f.u.,
and the temperature at which magnetization was measured are given.

System Reference Thick. (nm) Method μB/f.u. T (K)

ZnO 10 375 PLD 5.2 × 10−3 300
ZnO 10 10,50 PLD 5.2 × 10−1 300
ZnO 83 50 Zn nanowire 2.6 × 10−3 300
ZnO 84 10 hydrothermal 5.7 × 10−5 300
ZnO 85 unknown PLD 2.1 × 10−3 290
ZnO 36 100-550 hydrothermal 0.8 × 10−3 300
ZnO 19 unknown crystal 0.3 × 10−3 300
ZnO/Mn 36 unknown hydrothermal 2.0 × 10−3 300
ZnO/Co 3 60–120 PLD 0.26 300
ZnO/Co 7 50 PLD 0.14 300
ZnO/Co 5 100–500 PLD 0.03 300
TiO2 12 200 PLD 5.2 × 10−2 300
TiO2 13 200 PLD 0.14 300
HfO2 12 200 PLD 0.11 300
HfO2 82 unknown PLD 0.15 300

and shown that there are critical grain-boundary-to-volume
ratios, above which ferromagnetism is observed in ZnO or
Mn-doped ZnO. Hong and coworkers10 report a saturation
magnetization of 2 emu cm−3 (5.2 × 10−3 μB/f.u.) in 375-nm
ZnO films at 300 K and over 200 emu cm−3 (0.52 μB/f.u.)
at 300 K in 10- or 50-nm films produced by pulsed laser
deposition (PLD). The same group12 reported a saturation
magnetization of 15 emu cm−3 (5.2 × 10−2 μB/f.u.) in 200-
nm TiO2 films and 30 emu cm−3 (0.11 μB/f.u.) in 200-nm
HfO2 films. Venkatesan and coworkers82 reported a saturation
magnetization of 0.15 μB/f.u. in HfO2 in films between
45 and 135 nm thick. Sudakar and coworkers13 reported a
saturation magnetization of 40 emu cm−3 (0.12 μB/f.u.) in
sputter deposited and vacuum annealed TiO2 films and a
magnetization of around 5 emu cm−3 (1.9 × 10−2μB/f.u.) in
100-nm films. Recently, Khalid and coworkers19 have used
a range of techniques on a range of oxides to measure the
level of ferromagnetic impurities. They find a ferromagnetic
contribution that persists to room temperature and that cannot
be accounted for by the levels of (mainly transition metal)
ferromagnetic impurities found. However, if these impurities
are not taken into account, the ferromagnetic moment, which
is not due to impurities, can be greatly overestimated.

The threshold carrier density at which ferromagnetism is
first observed by Behan and coworkers5 in the metallic regime
in Co- and Al-doped ZnO films is 8 × 1019 cm−3; the moment
is greatest at a carrier density of 7 × 1020 cm−3 in films
with up to 2% Al co-doping. If vacancy filling for maximum
ferromagnetic moment is 1.5 electrons per vacancy (assuming
that the Fermi level lies below the conduction band minimum)
the mean defect separation at the threshold for ferromagnetism
is 26.6 Å and is 12.9 Å at the carrier density at which the
maximum ferromagnetic moment is observed.

The defect concentrations assumed in the model presented
here can reasonably account for ferromagnetism in oxide films
with a bulk magnetization in the range 1 to 10 emu cm−3

(2.6 × 10−3 to 2.6 × 10−2 μB/f.u., mean defect separation
16.7 to 7.7 Å) and corresponding carrier densities for greatest
magnetization in the range 3 × 1020 and 3 × 1021 cm−3.
This range coincides with the carrier density at which
Behan and coworkers observe the greatest magnetization (6 ×
1020 cm−3). When transition-metal dopant ions are present
and couple to vacancy defect electrons, the range may extend
upwards from this range as the moment per defect may be up
to five times larger. Thus the vacancy-defect model that we
propose is compatible with the observed magnetization and
carrier density ranges in which ferromagnetism is reported
by some groups (Table VIII). For magnetizations below
1 emu cm−3 (2.6 × 10−3μB/f.u.) defects will be too far apart
to support a high Curie temperature, since the bandwidth W

will be small. However, in such cases an inhomogeneously
magnetized sample can be postulated. However, it is more
difficult to see how an interacting defect model can account
for the very high magnetizations (>0.1 μB/f.u.) observed in
some cases (0.5 μB/f.u. in ZnO,10 0.14 μB/f.u. in TiO2,13 or
0.14 μB/f.u. in HfO2

82). In the former case, each Zn site in
the lattice would have to have a moment equal to the proposed
0.5 μB per vacancy. For magnetizations significantly above
10 emu cm−3 (2.6 × 10−2μB/f.u.) defects will be so close
that crystalline order in the films may not be observed. Such
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high moments might, of course, be explained by the presence
of ferromagnetic transition-metal impurities.19

C. Comparison to other models

Theoretical models for ferromagnetism in oxide films have
focused on transition-metal-doped oxide films. Almost all
models or first-principles calculations which find a ferro-
magnetic state to be energetically preferable find that n-type
carriers are necessary and that coupling extends only over a
short range (up to second nearest neighbor). One experimental
and theoretical study of Li-doped ZnO found ferromagnetism
in p-type ZnO.52 The donor impurity band exchange model
from Coey and coworkers26 uses a Kondo Hamiltonian to
predict a Curie temperature for transition-metal impurities in
metal oxides, TC . The exchange integral J was assumed to
be 1.5 eV and to favor (anti-)ferromagnetic coupling when
the transition metal d band is (more)less than half-full. The
resulting expression for TC [Eq. (6) in Ref. 26] predicts TC ∼
18 K for a 10% impurity spin doping level and finds that
significant (resonant) enhancement of the probability density
of the donor electron (by 25 to 50 times) at the transition metal
is needed for TC ∼ 500 K.26 Pemmaraju and coworkers27

find strong ferromagnetic coupling between CoZn/VO pairs
separated by up to ∼6 Åusing a self-interaction-corrected DFT
method. They report classical Monte Carlo simulations for
a Heisenberg model with a magnetic anisotropy term and
predict TC ∼ 250 K. They also find the strongest ferromagnetic
coupling between pairs of CoZn/VO defect complexes is
greatest when there is one electron per pair.

There have been several similar reports of ferromagnetic
coupling between transition-metal magnetic moments induced
by n-type carriers in the ZnO/Co system. Lee and Chang47

using a GGA-DFT method find a strong ferromagnetic interac-
tion (∼80 meV) between nearest-neighbor Co ions when there
is one electron per Co ion. Kan and coworkers48 used hybrid
DFT calculations similar to those used in this work to show
that nearest-neighbor Co2+ ions have a strong ferromagnetic
interaction (∼90 meV) when one electron per Co is introduced
into a 2 × 2 × 2 supercell, corresponding to a carrier density
(5.0 × 1021 cm−3) much higher than carrier densities at which
ferromagnetism is observed in experiment.5 They do not find
ferromagnetic coupling at lower carrier densities; in this work,
we found negligible magnetic coupling (<1 meV) when two
Co ions are substituted in a 3 × 3 × 2 supercell, separated by
7 Å, and one electron is added to the cell. The carrier density
in this case is 1.1 × 1021 cm−3. Walsh and coworkers30 used
DFT and DFT+U methods and found strong ferromagnetic
coupling (∼350 meV) between nearest-neighbor Co ion pairs
only when a Hubbard U term was added to the Hamiltonian
for both Zn-3d and Zn-4s atomic states, otherwise they found
antiferromagnetic coupling. Adding this term to both atomic
states caused minority-spin Co-3d levels, which were empty
in the absence of extra carriers, to populate before states at the
ZnO conduction band minimum (CBM) when n-type carriers
are introduced. Lany and coworkers49 using DFT-GGA and
DFT + nonlocal-external-potential (NLEP) methods found
similar results to Walsh and coworkers.30 They found that DFT
in a GGA approximation predicts a weak antiferromagnetic
interaction when there is one n-type carrier per Co ion pair

and a strong ferromagnetic interaction (∼300 meV) for the
DFT+NLEP calculation. The reason for the different behavior
in the two methods is the predicted occupancy of the Co-3d

levels, which are empty in the absence of n-type carriers.
It is clear that ferromagnetism with a TC value greater

than room temperature is predicted by these calculations if
empty Co-3d levels are populated rather than the conduction
band, when carriers are added to ZnO/Co in a concentration
range where there is one to two carriers per Co dopant ion.
Empirically, it was found that the magnetization was greatest
in ZnO films with 5% Co when there were 0.3 carriers per
Co (6 × 1020 cm−3). However, a careful study of ZnO/Co,
in which a connection between ferromagnetism and n-type
carriers was sought, found only very weak ferromagnetism
(0.001 to 0.06 μB per Co ion) in epitaxially grown thin films
of high crystallinity.46 This corresponds to a magnetization of
8.0 × 10−5 to 4.8 × 10−3 μB/f.u.. A moment of 0.03 μB per
Co ion (2.4 × 10−3 μB/f.u.) was found in films with an n-type
carrier density of 5.4 × 1020 cm−3.46 This suggests that empty
3d levels do not become populated when carrier densities of
this order are present in pristine ZnO/Co films.

In the hybrid DFT calculations reported in Table IV, we
find a strong sd anti-ferromagnetic coupling (∼200 meV)
between a trapped electron in V−

ZnO and a neighboring Co ion.
This falls rapidly with distance, as expected for a nonresonant
interaction, and is negligible for distances between the defect
center and the Co ion greater than 5 Å. We find a weaker pd

ferromagnetic coupling (∼40 meV) between a trapped electron
in a V−

Zn vacancy and a Co ion, which also falls off rapidly with
distance. The short-range couplings between V−

ZnO and V−
Zn and

neighboring Co ions arise because the empty Co 3d levels are
predicted by the hybrid DFT method to lie around 2 eV above
the CBM.37

VII. SUMMARY

Ferromagnetism at ambient temperature has been reported
in a wide range of oxide films and single crystals both
transition-metal doped and undoped and cannot be accounted
for in terms of magnetic impurities alone. Paramagnetic F
centers and negatively charged anion vacancies and anion-
cation pair vacancies are commonly observed in a range
of oxides and other ionic compounds via EPR; the model
considered here consists of such centers exchange coupled
to a ferromagnetic state via extra carriers, which are present
through doping, etc.

This model for ferromagnetism requires vacancy defects
which trap one or two electrons and an n-type carrier density.
The vacancy density is assumed to be of order 1 at.%. It is
assumed that such a system can be represented by a one-band
Hubbard model in which the model sites are vacancies and
hopping occurs between sites with amplitude t and the on-
site Hubbard repulsion energy is U . Short reviews of relevant
experimental and theoretical literature are given.

Using hybrid DFT calculations on large supercells contain-
ing two unrelaxed vacancies, we find weak antiferromagnetic
coupling between electrons trapped in VZnO defects separated
by over 10 Å, as expected. However, when the number of
electrons is increased to 1.5 per VZnO vacancy, we find a
strong ferromagnetic coupling of over 200 meV. This strong
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coupling is due to exchange of the extra electron without
adiabatic relaxation of the vacancy as the exchanged electron
is scattered.

Hybrid DFT calculations were used to estimate Hubbard
model parameters for VO, VZn, and VZnO vacancies with
relaxed and unrelaxed atomic positions. Large positive U

values are found for these vacancies when unrelaxed atomic
positions are used; when atomic positions, which were fully
relaxed for each charge state are used instead, the U values for
VO and VZnO become negative, while that for VZn becomes
zero. The effective U value for scattering of an electron by a
paramagnetic, singly negatively charged V−

Zn or V−
ZnO may be

that obtained using atomic positions which were relaxed for
the singly negatively charged state. In that case the U values
for VZnO and VZn are +0.2 and +0.5 eV, respectively.

While strong ferromagnetic coupling over considerable
distance is found for certain electron fillings from total energy
calculations, relaxation of paramagnetic defects in ZnO (V−

ZnO
and V−

Zn) results in large changes in U values, from large and
positive to small (positive or negative). The simple criterion
for ferromagnetism in a Hubbard model, that the ratio U/W

exceeds unity, is not met for these defects in their equilib-
rium state and the model does not predict ferromagnetism
in ZnO.

Magnetic coupling between electrons trapped in VZnO or
VZn vacancies and magnetic moments of nearby Co ions in
Zn substitutional sites is investigated. Strong, short-ranged
antiferromagnetic coupling is found between V−

ZnO and Co2+
and strong, short-ranged ferromagnetic coupling is found
between V−

Zn and Co2+. Strong coupling is found when
the vacancy and Co2+ ion are close neighbors and the
defect-electron wave function overlaps the Co2+ ion. The
interaction is nonresonant and therefore decays rapidly in
space.
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APPENDIX A: DETAILS OF CALCULATIONS

All calculations were performed using the CRYSTAL

program.67 The Gaussian orbital basis for Zn86 is the basis
previously used by Jaffe and coworkers.86 Different O basis
sets were used for O in LDA or B3LYP calculations. The basis
previously used by Valenzano and coworkers87 was used in
LDA calculations and the basis previously used by Towler and
coworkers88 was used for B3LYP calculations. Calculations
in this work were performed using the Dirac exchange
approximation69 and the Vosko-Wilks-Nusair approximation
to correlation70 in the LDA Hamiltonian. The Becke-3 Lee,
Yang, and Parr (B3LYP) hybrid density functional89,90 contains

Hartree-Fock exchange with weight A, the local density
approximation to exchange ELDA

x with weight (1 − A),69

Becke’s gradient corrected exchange functional EBecke
x with

weight B,71 the Lee, Yang, and Parr approximation to the
correlation functional ELYP

c with weight C,72 and the Vosko,
Wilks, and Nusair approximation to the electron correlation
functional EVWN

c with weight (1 − C):70

Exc = (1 − A)
(
ELDA

x + BEBecke
x

) + AEHF
x

+ (1 − C)EVWN
c + CELYP

c . (A1)

The B3LYP hybrid density functional, with A (= 0.2), B,
and C fixed at their canonical values, is used throughout this
work.

A 6 × 6 × 6 Monkhorst-Pack net was used for self-
consistent field calculations; a denser 12 × 12 × 12 net was
used for total energy evaluations. It was necessary to use this
high k-point density to obtain converged total energies for
metallic states that are encountered when an electron is added
to (or removed from) the perfect bulk cell in transition level
calculations. The reason for calculating the energies of these
states is explained in Appendix B. Tolerances for lattice sum
convergence within the CRYSTAL program were chosen to be 8,
8, 8, 8, and 16. Wave-function amplitude plots in Fig. 2 were
generated using the XCRYSDEN program.91,92

APPENDIX B: CHARGED-DEFECT CALCULATIONS

Methods for calculating formation energies of charged
defects have been described elsewhere65 and applied using
both plane-wave codes49,58 and the CRYSTAL Gaussian orbital
code.78,93 Here, we give details of the methods used to calculate
defect transition levels and Hubbard U values (see Table IX).
In particular, we address the problems of obtaining total energy
differences for cells with different net charges, including defect
interaction with compensating charge backgrounds, and how
transition levels are affected by lattice relaxation.

According to Eq. (2), the difference in total energy when a
supercell containing a defect becomes charged is

E
f

Xq − E
f

X0 = EXq − EX0 + q(EF − EV ). (B1)

This difference is zero when the Fermi level is at the defect
transition level. A ε(0/+) transition level can also be calculated

TABLE IX. Transition levels and Hubbard U parameters in
electron volts for unrelaxed and relaxed vacancy defects in L × L ×
L supercells.

L = 3 L = 3
relaxed U unrelaxed U

VO +/0 1.7 −0.8 2.2 1.9
2+/+ 2.5 · · · 0.3 · · ·
2+/0 2.1 · · · 1.2 · · ·

VZn −/0 0.6 0.0 0.4 1.5
2 − /− 0.6 · · · 1.9 · · ·
2 − /0 0.6 · · · 1.8 · · ·

VZnO −/0 2.4 −0.6 2.0 1.2
2 − /− 1.9 · · · 3.2 · · ·
2 − /0 2.1 · · · 1.0 · · ·
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from the change in energy when a hole is created in a bulk
crystal supercell and transferred to a similar supercell with a
defect. The energetic costs of these steps are Ebulk+ − Ebulk0

and EX+ − EX0 + Ebulk0 − Ebulk+ , where Ebulk0 and Ebulk+ are
the total energies of the neutral bulk supercell or the bulk
supercell with one electron removed and EX0 and EX+ are total
energies for similar supercells with neutral or 1+ charge states.
The latter sum of terms is the Fermi-level position relative to
the top of the valence band at which the defect changes charge
state and consists of differences in total energies of supercells
with equal net charge states,

EX+ − Ebulk+ − (EX0 − Ebulk0 ). (B2)

The energy difference Ebulk+ − Ebulk0 is equal to EV , the
absolute position of the valence band edge from the hybrid
DFT calculation. Its value for bulk ZnO in this work is
+7.36 eV, which indicates that the position of the valence band
maximum is above the vacuum level, as is usually the case for
density-functional calculations on solids. This value may be
compared to a value of +7.14 eV found for CuGaS2

93 using the
same electronic-structure code. Obtaining a converged result
for the value of EV requires a high k-point density, even for
large supercells. A 12 × 12 × 12 Gilat net was used for all
total energy evaluations on 3 × 3 × 3 supercells containing
108 ions. The position of the conduction band edge is obtained
from the energy difference, E−

bulk − E0
bulk = +11.06 eV. The

band gap obtained this way is 3.70 eV. This value lies above
the value obtained from the difference in single-particle energy
eigenvalues at the � point (3.26 eV), as expected,49 and is in
reasonable agreement with the experimental value 3.47 eV.25

Transition levels for negatively charged defects are referred
to the valence band maximum using the band gap obtained
from the difference in ionization potential and electron affinity,
3.70 eV.

Although transition levels determined using Eq. (B2) are
derived from energy differences between supercells with the
same net charge, transition levels still depend on the lattice
constant L. This has been discussed by Makov and Payne68

and others.49,93,94 The energy of a localized charge distribution
immersed in a compensating background charge68 is

�E = q2α

2εL
+ 2πqQ

3εL3
+ O(L−5), (B3)

where α is the Madelung constant, ε is the relative permittivity
for the bulk material, q is the net charge, and Q is the
quadrupole moment of the charge distribution. It is generally
acknowledged that the term containing 1/L in Eq. (B3) over-
estimates the dependence of the transition-level position on
separation of defect centers L, so the dependence on supercell
size must be calculated for each vacancy defect in each charge
state. It is also important to note that in a real n-type sample,
compensating counter-ions will make a contribution to the
Madelung potential of an electron trapped in a vacancy very
similar to that of a uniform compensating background charge.
Extrapolation of the transition-level position to infinite dilution
is appropriate for crystals with a low defect density, but in high
defect densities and, therefore, in the model being considered
here, transition-level positions for a specific, finite defect
density are more appropriate.

In order to estimate the dependence of transition levels on
defect separation, total energy calculations were performed
on 2 × 2 × 2, 3 × 3 × 3, and 4 × 4 × 4 supercells with VO,
VZn, and VZnO vacancy defects as well as corresponding bulk
supercells. Vacancy-defect calculations were performed for
each relevant charge state of the vacancy and bulk supercell
calculations were performed with an extra electron, one hole
and the neutral bulk. Relaxation of atomic positions was
not performed in these calculations because of the relatively
high computational expense of hybrid DFT calculations. Only
3 × 3 × 3 supercells containing vacancies in each charge
state were relaxed in order to obtain relaxation energies. A
good fit is obtained when differences in total energies of
supercells, EX2− − EX− and EX− − EX0 , containing VZn and
VZnO vacancies are fitted to the term in L−1 in Eq. (B3) for the
three supercell sizes mentioned above. There are insufficient
data points to obtain a fit including the L−3 term in Eq. (B3).
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