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U and Xe transport in UO2±x: Density functional theory calculations
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The detrimental effects of the fission gas Xe on the performance of oxide nuclear fuels are well known.
However, less well known are the mechanisms that govern fission gas evolution. Here, to better understand
bulk Xe behavior (diffusion mechanisms) in UO2±x we calculate the relevant activation energies using density
functional theory techniques. By analyzing a combination of Xe solution thermodynamics, migration barriers,
and the interaction of dissolved Xe atoms with U, we demonstrate that Xe diffusion predominantly occurs via a
vacancy-mediated mechanism. Since Xe transport is closely related to the diffusion of U vacancies, we have also
studied the activation energy for this process. To best reproduce experimental data for the Xe and U activation
energies, it is critical to consider the active charge-compensation mechanism for intrinsic defects in UO2±x . Due
to the high thermodynamic cost of reducing U4+ ions, any defect formation occurring at a fixed composition,
i.e., no change in UO2±x stoichiometry, always avoids such reactions, which, for example, implies that the
ground-state configuration of an O Frenkel pair in UO2 does not involve any explicit local reduction (oxidation)
of U ions at the O vacancy (interstitial).
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I. INTRODUCTION

The evolution of fission gases in nuclear fuels is closely
coupled to their performance. For example, the formation
and retention of fission gas bubbles induces fuel swelling,
which in turn leads to mechanical interaction with the clad,
thereby increasing the probability for clad breach.1 Retained
fission gas bubbles also decrease the thermal conductivity of
the fuel and consequently contribute to limiting the operating
temperature and the degree of burn-up. Alternatively, fission
gas can be released from the fuel to the plenum, which
increases the pressure on the clad walls. Most fission gases
have low solubility in the fuel matrix2–5 and as a result there
is a significant driving force for segregation of gas atoms
to extended defects such as grain boundaries or dislocations
and subsequently for nucleation of gas bubbles at these sinks.
Fission gas insolubility is most pronounced for large fission gas
atoms, notably Xe.2 Segregation to grain boundaries is often
assumed to be followed by a more rapid release to the fuel
plenum, either via fast diffusion of individual gas atoms along
grain boundaries or via cooperative transport mechanisms
involving interlinking nucleated gas bubbles and leading to
intergranular separation.1,5 Independent of the mechanism, the
first rate-determining step for fission gas release is diffusion
of individual gas atoms through the fuel matrix to existing
bubbles, dislocations, or grain boundaries (sinks), which is a
process governed by 1) bulk diffusion of gas atoms, 2) the
driving force for segregation to existing sinks, and 3) the
saturation limit of the sinks.

In this paper we focus on the bulk diffusion mechanisms of
Xe by calculating the activation energies for Xe and U transport
as a function of UO2±x stoichiometry using density functional
theory (DFT) methods. In an attempt to improve the theoretical

predictions we explicitly consider different possibilities for the
charge-compensation mechanism of defects in UO2±x , which
arise due to the variable valency of U. After assessing the
accuracy and identifying systematic errors in our theoretical
calculations we classify the most probable Xe and U diffusion
mechanisms.

This paper is organized as follows: Section II provides
a brief overview of existing models for Xe incorporation
in UO2±x and the corresponding diffusion models. The
theoretical methodology to be used is then outlined in Sec. III.
After this we discuss and analyze results from our DFT
calculations in Sec. IV, and finally we present our conclusions
in Sec. V.

II. EXISTING MODELS FOR THE SOLUBILITY AND
DIFFUSION OF XE IN UO2±x

A. Thermodynamics

Due to its high impact on nuclear fuel performance the prop-
erties of Xe in UO2±x have been extensively studied using a va-
riety of theoretical2,6–24 and experimental techniques.3–5,25–31

Matzke3–5 published several reviews on this topic and con-
cluded that Xe diffusion can be represented by an Arrhenius
model, D = D0e

−Ea/kbT , with activation energies (Ea) that
depend on UO2±x stoichiometry. This model is summarized
in Table V in Sec. IV, which also specifies the corresponding
Arrhenius models for vacancy-assisted diffusion of U ions (as
well as the activation energies calculated in this paper). These
models are valid under thermal equilibrium conditions and do
not account for excess concentration of, e.g., U vacancies pro-
duced from irradiation, even though such defects are created
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during burn-up or Xe diffusion via transient nonequilibrium
sites.14

To gain additional insight into the atomistic mechanisms
that underly Xe transport, several theoretical studies have been
undertaken. Catlow6 and Ball and Grimes7,18 used empirical
pair potentials to determine the most stable trap sites for Xe
as functions of UO2±x stoichiometry. According to Ball and
Grimes7 Xe atoms either reside in a neutral trivacancy cluster
(two O vacancies, VO, and one U vacancy, VU, abbreviated as
VUO2 ) for UO2−x and UO2, a divacancy (one VO and one VU,
abbreviated as VUO) for UO2, or in a U vacancy ( abbreviated as
VU) for UO2+x . Note that Ball and Grimes found divacancies
and trivacancies to be competing trap sites for stoichiometric
UO2.7 In this paper trap sites are denoted as, e.g., VUO2

and Xe occupying one of these sites as, e.g., XeUO2 . Recent
theoretical studies based on different DFT implementations9–11

provide similar conclusions. Most of these studies apply the
thermodynamic point defect model summarized in Table I for
estimating the stability of Xe in different trap sites, which was
originally presented by Catlow.12 The key quantities in this
model are the Schottky (S) defect formation energy (ES , a
neutral unbound defect consisting of one VU and two VO) and
the O Frenkel (F) pair formation energy (EF , a neutral unbound
defect consisting of one VO and one O interstitial, Oi), as well
as the binding energies of trivacancies (Bnt ) and divacancies
(Bdv). Apparent finite-temperature trap site formation energies
that emerge from considering multiple-defect equilibria were
derived by Crocombette32 and also applied by Nerikar et al.11

A related model was introduced by Geng et al. in the UO2+x

regime.24 In principle, our study could be expanded to include
such effects, but this exercise has been left as future work,
and our discussion refers to the thermodynamic model in
Table I. The stability of a Xe trap site is calculated as the
sum of the trap formation energy and the energy associated
with inserting a Xe atom into the already existing trap site,
which is referred to as the solution energy of Xe atoms.13 The
preference of Xe to occupy different trap sites depending on
the UO2±x stoichiometry is a consequence of the change in
trap site formation energy as a function of the O content. Due
to their large size, Xe atoms always favor vacancy trap site
positions over interstitial sites.9,11

B. Kinetics

The Xe solution thermodynamics establishes the founda-
tion for species transport, and Ball and Grimes7,18 further
investigated how the Xe atoms may move from one lattice

TABLE I. The stoichiometry-dependent VU, VUO and VUO2 trap
site formation energies, as defined according to Catlow.6 ES is the
Schottky defect formation energy, EF is the Frenkel formation energy,
Bdv is the binding energy of the VUO divacancy, and Bnt is the binding
energy of the neutral VUO2 trivacancy.

UO2−x UO2 UO2+x

VU ES ES-EF ES-2EF

VUO ES-Bdv ES- 1
2 EF -Bdv ES-EF -Bdv

VUO2 ES-Bnt ES-Bnt ES-Bnt

site to another by binding a second VU to the respective Xe
trap sites. They proposed that Xe transport occurs by the
Xe atom jumping from its original trap site to the second
bound VU, which constitutes the center of a new Xe trap
site after this migration step. The migration barrier for Xe
atoms occupying VUO2 trap sites (XeUO2 ) was predicted to
be as low as 0.11 eV, while the corresponding barrier was
1.58 eV for Xe atoms in VU trap sites7 (XeU). The latter
mechanism involves displacement of two nearby oxygen ions
into interstitial positions. Ball and Grimes7 found that the
barrier for XeU can be reduced by placing the interstitial O
ions created when forming two nearest-neighbor O vacancies
(VO) farther away from the trap site, which is effectively
equivalent to forming two bound Frenkel defects. This results
in a geometry that locally resembles the saddle point for
XeUO2 , and the corresponding barriers were also predicted
to be similar.

As we will show, this Xe migration barrier does not con-
tribute to the total Xe activation energy, which instead consists
of three components: the VU formation energy, the binding
energy of this vacancy to the Xe trap site, and the intracluster
migration barrier for the individual VU bound to this cluster.
That is, the rate-limiting step is not Xe motion within the
cluster, but the migration of the second VU within the cluster;
without the motion of the second bound VU Xe does not diffuse.
This mechanism is schematically illustrated in Fig. 1. A related
mechanism was treated by Ball, and Grimes,7 but they did
not consider intracluster migration of the second bound VU.
Alternatively, Catlow6 suggested that in certain concentration
regimes, transport of Xe may be controlled by the formation of
more mobile Xe defects such as Xe occupying anion vacancies
or interstitials.14 However, due to the high thermodynamic
cost of forming such defects9,11 we have not considered this
possibility in the present paper as we expect their contribution
to be small at equilibrium. Similarly, the possibility of pure
kinetic control where the activation energy for Xe diffusion is
identical to or higher than the activation energy for U diffusion
is discarded. The latter conclusion is based on the observation
that, according to experiments (summarized in Sec. IV in
Table V), the U and Xe activation energies are distinct in all O
composition regimes and the Xe activation energy is always the
lowest.

Recently, Yun et al. studied Xe diffusion using DFT
methods.9,10 They applied the generalized gradient approx-
imation (GGA) for the exchange-correlation potential and
performed calculations with and without spin polarization as
well as with and without spin-orbit coupling. Specifically, they
considered the mobility of Xe atoms within certain defect
clusters and reported new mechanisms for the correlated
motion of Xe atoms, VO and VU. From these calculations
they suggested that Xe atoms may diffuse via a barrierless
strain-driven mechanism that emerges from the redistribution
of VO and VU. This Xe migration mechanism is somewhat
different from that proposed by Ball and Grimes,7,18 though
both predict that Xe atoms may migrate along low-barrier
pathways. Yun et al.9,10 did not attempt to calculate the
total Xe activation energies under thermal equilibrium, but
identified the diffusion of U vacancies as the rate-limiting
step.

054105-2



U AND Xe TRANSPORT IN UO2±x : DENSITY . . . PHYSICAL REVIEW B 84, 054105 (2011)

E = EF
VU E = EF

VU EB

E = EF
VU EB

+Em

E = EF
VU EB

(a) (b)

(c) (d)

FIG. 1. (Color online) Schematic illustration of Xe diffusion via
a vacancy mediated mechanism. For simplicity the cubic O sublattice
is omitted and only the fcc U sublattice is shown. The proposed
mechanism is valid for all Xe trap sites (VUO2 , VUO, and VU). Xe
atoms are shown in yellow, U in blue, and vacancies are represented by
squares. (a) (100) projection of the U sublattice with Xe occupying a
VU site and a second VU located several lattice distances away from the
Xe trap site (unbound). Note that the vacancy occupied by the Xe atom
is not indicated by a square. UO2±x with Xe occupying a trap site is
defined as a reference and, consequently, the energy in (a) is set to the
VU formation energy (EVU

F ). (b) The VU is moved to the Xe trap site and
the Xe atom occupies the central position of the void created by the
original trap site, and the second bound VU. The total energy changes
by −EB (binding energy) between (a) and (b); consequently the
energy of this configuration is E = E

VU
F − EB . (c) Three-dimensional

view of the fcc U sublattice with a Xe atom occupying a VU and
a second VU bound to this trap site. The highlighted U atom can
migrate into one of the cluster vacancies, thus giving rise to net Xe
diffusion. (d) Equivalent to the defect cluster in (c) but with the
highlighted U atom translated from its original position in (c) into
the nearest neighbor vacancy site along the [1/2 0 1/2] lattice vector.
The transformation from (c) to (d) is an activated process associated
with a barrier Em, as indicated in the figure.

III. METHODOLOGY

A. Density functional theory calculations

1. Approach

The DFT calculations were performed with the Vienna
ab initio simulation package (VASP)33–35 using the projector-
augmented-wave (PAW) method.36,37 The rotationally invari-
ant LDA + U (where LDA is the local-density approximation)
functional due to Lichtenstein et al.38 was employed to
describe the exchange and correlation effects and in particular
to capture the intraband Coulomb repulsion among the 5f

electrons. All calculations include spin polarization and 1K
antiferromagnetic ordering of the localized U spins is assumed,

which is slightly different from the 3K ordering observed
in experiments39–41 and from DFT allowing for spin-orbital
coupling and noncollinear magnetic ordering.42 To simplify
the calculation of defect properties the latter two contributions
are ignored in this paper. Recent reports have shown that the
LDA/GGA + U methodology correctly describes many of
the relevant properties of UO2 and UO2+x .42–56 In accordance
with earlier LDA + U studies the U and J values were set to
U = 4.5 eV and J = 0.51 eV.46

Defect properties were calculated within a 2 × 2 × 3 (144
atoms for stoichiometric UO2) supercell expansion of the cubic
fluorite unit cell. This larger cell was used in order to better treat
the more extended Xe clusters and keep interactions among
their periodic images controlled. The supercell volumes were
kept fixed at the corresponding calculated volume of UO2,
for which we predict a = 5.45 Å within the current DFT
scheme52 compared with 5.47 Å observed in experiments.57 A
2 × 2 × 1 Monkhorst–Pack k-point mesh58 with a Gaussian
smearing of 0.05 eV was used for all defect calculations
within the 2 × 2 × 3 supercell. We used a plane-wave cutoff
energy of 400 eV. All internal structural parameters were
relaxed until the total energy was converged or the Hellmann–
Feynman forces on each ion were <0.02 eV/Å. The forces
acting on Xe atoms are difficult to converge to the required
<0.02 eV/Å limit, but since these structures nevertheless
fulfill the total energy convergence criteria they are here
considered to be fully relaxed. The migration barriers were
calculated assuming harmonic transition-state theory (TST) by
using the climbing-image nudged elastic band methodology,
as implemented in the VASP.59 Unless otherwise noted, the
saddle point calculations were performed within a 2 × 2 × 2
supercell, and for each barrier we applied three or four nudged
elastic band images. Atomic Xe was used as the reference state
for the Xe solution energies.

2. Issues related to orbital ordering and metastable
electronic solutions

Dorado et al. have shown that LDA/GGA + U calculations
applied to UO2±x may converge to metastable solutions
that correspond to different U 5f orbital occupations.44,53

Similar conclusions were obtained by Meredig et al.60 and
for Pu oxides by Jomard et al.61 Due to this ambiguity,
any defect parameters derived from such calculations have
some uncertainty, and Dorado et al. concluded that the spread
in, for example, Frenkel and Schottky defect energies found
in the literature could be traced back to this issue.44,53 To
ensure that the ground-state electronic structure is reached for
each compound one should monitor the f orbital occupation
matrices. Dorado et al. established the ground-state electronic
structure of bulk UO2 by applying different initial occupation
matrices and by performing an extensive search over the
space of allowed U 5f occupations matrices.44,53 Due to
the numerous possible distributions of charge-compensating
U5+ ions for nonstoichiometric compounds, this approach
becomes quite cumbersome for the cluster defects of present
interest. For this reason we have not been able to apply a
complete systematic occupation matrix search to the UO2±x

compounds studied in this paper. Instead we have addressed
this issue by performing multiple simulations with reduced
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structural symmetry (C1) for each UO2±x compound, and,
by monitoring the occupation matrices, we ascertain that all
structures reach similar U 5f orbital occupancies, presumably
corresponding to the ground-state solution. Note that, even
though the structural symmetry is reduced to C1, symmetry
operations are kept on in the VASP code for these simulations.
Both the standard diagonal occupation matrices and the
occupation matrices obtained for the ground-state fluorite
UO2 solution44,53 were used for initializing the electronic
self-consistency cycles. For each UO2±x structure we always
report the lowest-energy solution that we are able to obtain.
Assuming that a careful search is performed with respect
to structural distortions, the final solution for the UO2±x

compounds is typically not very sensitive to this choice of
initial occupation matrix. Nevertheless, we cannot absolutely
guarantee that we have reached the electronic configuration
that corresponds to the lowest-energy solution. By introducing
small distortions to the perfect fluorite UO2 structure we
obtained a solution with 0.003 eV lower energy per UO2

formula unit than for the solution obtained for perfect UO2

by using occupation matrix control. This energy reduction
is different from the much larger Jahn–Teller (JT) derived
reductions described below.44 In the present analysis we have
used the somewhat higher energy obtained for perfect UO2

by using occupation matrix control. The calculation scheme
outlined above is here labeled as A (no JT).

A second approach labeled B (JT) was also attempted,
for which we explicitly turn all symmetries off in the VASP
code and then proceed according to the same scheme as for
A (no JT). This yields a UO2 ground state that is slightly
distorted from the ideal fluorite lattice assumed in the first
calculation scheme, which has been described as a JT distortion

in previous reports.44 While the corresponding structural
distortions are harder to distinguish in the defect-containing
lattices, the occupation matrices reveal that they reach a
similar electronic structure state. Even though the absolute
energies differ between the first and second approaches, for
the relative quantities studied in this paper, both frameworks
capture the same physical trends. As illustrated in Table II
(the details of this table are discussed in Sec. III B), A
(no JT) predicts elementary defect parameters that are up
to 1–2 eV lower than for B (JT). Approach A (no JT)
agrees somewhat better with available experiments. This
may result from the fact that the distorted UO2 structure
obtained within approach B (JT) is mainly relevant for low
temperatures where deviations from the cubic fluorite structure
have been observed experimentally,41,62–65 while experiments
and technological applications pertinent to nuclear fuels are
primarily concerned with high-temperature properties for
which UO2±x is stabilized in the fluorite structure. However,
this paper does not aim at determining which approach is most
accurate, and for this reason all defect parameters are reported
within both frameworks A (no JT) and B (JT).

B. Modeling the oxidation and charge states of defects in UO2±x

1. Charge-transfer models

An O Frenkel defect in UO2 is formed by the simultaneous
creation of an O vacancy (VO) and an O interstitial (Oi),
which are then separated from each other in order to avoid
recombination. This implies that the overall composition is
kept fixed and there is no net oxidation or reduction. Ideally
EF should be calculated by forming the two individual
point defect constituents within a sufficiently large supercell.

TABLE II. The Frenkel energy (EF ), the Schottky energy (ES), the binding energy of the VUO divacancy (Bdv), and the binding energy of
the VUO2 trivacancy (Bnt ) calculated from DFT and compared with selected experimental and theoretical data. “Neutral” refers to standard DFT
calculations for the individual defect components, “Charged” refers to charged defect calculations for the individual components, and “O-S”
short for one-supercell, implies that all defects were treated within one single supercell as described in the text. The row labeled, “Charged
uncorrected” does not include the corrections for image charges or for the shift of the Kohn–Sham eigenvalues (see text for details). Positive
binding energies mean attraction between the defect constituents. For each defect parameter we report the values obtained within simulation
approaches A (no JT) and B (JT). As indicated within parentheses Refs. 43 and 44 report values corresponding to both approaches A (no JT) and
B (JT).

EF (eV) ES (eV) Bdv (eV) Bnt (eV)

A (no JT)
Neutral 5.26 10.15 2.93 5.58
Charged corrected 3.32 6.00 1.22 1.43
Charged uncorrected 3.10 4.98 0.39 0.41
O-S 3.39 6.39 1.20 1.82
B (JT)
Neutral 6.40 11.96 3.35 6.46
Charged corrected 4.26 7.65 1.52 2.15
Charged uncorrected 4.07 6.83 0.86 1.32
O-S 4.10 7.12 1.33 1.62
Reference data
Jackson et al.69 (theory) 4.76 7.3 – –
Dorado et al.43,44 (theory) 5.25 (A), 6.48 (B) − – –
Nerikar et al.51 (theory) 3.95 7.6 3.67 5.1
Matzke3–5 (exp.) 3.0–4.0 6–7 – –
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Unfortunately, this is often difficult to achieve due to the
computational limitations of current DFT implementations.
Consequently, EF is usually calculated from the individual
defect energies, i.e., the energy needed to create Oi and
VO within separate supercells. It is important to understand
that this approach assumes that local oxidation and reduction
occurs for the Frenkel constituents, such that Oi is associated
with two explicit U5+ ions and VO with two U3+ ions
(in reality these ions do not formally reach U5+ or U3+
integer charge states, but they are nevertheless distinctly
different from the U4+ ions and exhibit partial charge transfer).
This is a consequence of the fact that calculations for the
individual defect components assume oxidization (UO2+x for
interstitials) and reduction (UO2−x for vacancies) in order to
maintain charge neutrality within the supercells. As a note,
the charge compensation for UO2−x in fact involves four
U(3+δ)+ rather than two U3+ ions, which is expected due to
the thermodynamic resistance to U4+ reduction.

One way of studying Frenkel defect formation without
assuming local oxidation or reduction is to perform so-called
charged supercell calculations, where electrons are added or
removed in order to suppress local oxidation or reduction
of U4+ ions. Charge neutrality is maintained by applying a
homogeneous background charge according to the standard
procedure for studying charged defects in semiconductors
and insulators.67,68 As an example, for Oi we add two extra
electrons in order to avoid formation of U5+ ions, and for
VO we correspondingly remove two electrons in order to
avoid formation of U3+ ions. Note that the extra charge does
not end up as localized states on the interstitial ion or the
vacant site, but rather occupies localized states ascribed to the
U ions that would otherwise have mixed valance character
(U3+ or U5+). The extra electrons that are added or removed
ultimately cancel out in the calculation of EF . Henceforth, the
charged and neutral labels will be used to designate the charged
and neutral supercell approaches to calculate defect energies,
respectively. According to our calculations, the Frenkel defects
formed assuming no local charge compensation (no U3+ or
U5+ ions) are more stable than the corresponding Frenkel
defects that include local charge compensation (U3+ and
U5+ ions). The higher stability of Frenkel defects within the
charged calculation scheme is a consequence of the high cost
of reducing the U4+ to U3+ ions. In fact, if the Frenkel defect is
created within an already oxidized sample (UO2+x) the neutral
solution is preferred, since there is no need to create any U3+
ions. From a thermodynamic perspective, it is less costly to
reduce the preexisting U5+ ions back to U4+. The Frenkel
energies obtained for UO2 within the charged approach and for
UO2+x within the neutral approach are identical (assuming the
charged calculations are corrected according to the procedure
outlined below). Nerikar et al.11 and Crocombette et al.66

have studied the stability of charged point defects in UO2,
and their results support the high stability of Frenkel defects
with charged individual components, thus confirming our
present reasoning. The charged approach was also employed
for studying other defects or defect configurations where no net
oxidation or reduction takes place, e.g., the neutral Schottky
defect. The latter defect is also more stable within the charged
scheme for stoichiometric UO2.

2. Corrections for charged supercells

Due to the image charges introduced by the periodic
boundary conditions, charged supercell calculations converge
slowly with respect to the cell size and there is also a shift of
the electrostatic potential which is reflected in the calculated
total energies for the charged systems. We have attempted
to quantify these errors using the techniques described in,
for example, Refs. 67 and 68 The potential alignment was
achieved by monitoring the localized U s states, and image
charge corrections were applied according to the modified
multipole correction scheme presented by Lany and Zunger.67

The accuracy of this scheme is expected to decrease for the
high-charge states encountered in some of our calculations.
The potential alignment procedure is complicated by the
mixed-valence character of U ions, and specifically supercells
with high charge states give rise to uncertainties. As described
below, we have also derived one data set by modeling all
defects within one single supercell, which circumvents the
need for applying corrections to charged supercells but at the
same time introduces possible errors due to (regular) defect
interactions within supercells, i.e., system-size effects. This
approach presents some issues for the Schottky defect, which
was instead treated in oxidized supercells according to the
procedure exemplified for Frenkel defects in Sec. III B 1.
The main reason for using this second one-supercell (O-S)
approach to calculate defect energies is to provide uncertainty
quantification, in particular for the image charge and potential
alignment corrections applied to the high-charge states that
occur in some of our calculations.

The charged and neutral approaches to calculate EF and
ES represent two limits. Table II highlights that the calculated
EF and ES values, and thus any quantities derived from them,
are different between the two approaches. In principle, the
lowest defect energy predicted among the neutral and charged
approaches represents the active defect type, which according
to our calculations always corresponds to the charged scheme
for stoichiometric UO2. To verify this conclusion, we have
calculated the Frenkel defect formation energy within one
single supercell. The vacancy and interstitial were separated
from each other in the 2 × 2 × 3 supercell, which corresponds
to a separation of 1.64a0 or 8.93 Å. This calculation predicts
that no local charge compensation takes place, implying
that there are no explicit U3+ or U5+ ions present in the
neighborhood of the individual point defects. This agrees with
the fact that for UO2 the charged scheme predicts lower EF

than the neutral scheme.
Comparing the A (no JT) O-S value for EF of 3.39 eV with

the uncorrected charged value of 3.10 eV, we conclude that EF

derived from the charged scheme is underestimated by 0.28 eV.
The correction obtained from finite-size effects and potential
alignment is similar; 0.32 eV, giving EF = 3.43 eV. There is
some ambiguity in the potential alignment procedure due to the
mixed-valence character of UO2±x and the dispersed character
of charge-compensating defects. However, this contribution is
rather small for EF (−0.05 eV) and the agreement between
the O-S value for EF and the charged value that includes only
image charge corrections (3.48 eV) is already quite good.

Some Coulomb interaction between VO and Oi may still
exist for the EF calculation within the single 2 × 2 × 3
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supercell. However, from the calculated energy vs. separation
distance relation, we estimate this error to be rather small. Due
to more limited separation of the individual defect components
for ES , we calculated the O-S ES value by forming the
oxygen defects in already oxidized samples (UO2+x). For this
composition range the neutral solution is preferred since there
is no need to form U3+ ions. Moreover, it should be identical
to the charged solution for stoichiometric UO2 according to
the results for EF presented in Sec. III B 1. This yields 6.39 eV
for O-S A (no JT) to be compared with 6.22 eV for the charged
A (no JT) data set (6.10 eV without the potential alignment
correction). For comparison, the value derived from creating a
Schottky defect within the 2 × 2 × 3 supercell is 0.5 eV higher
(6.91 eV). The O-S and charged data sets for approach B (JT)
(see Table II) yield similar conclusions as for approach A (no
JT), even though both EF and ES are predicted to be somewhat
higher.

3. Defect formation energies

EF and ES calculated according to the procedures spec-
ified above are collected in Table II, which also contains
experimental reference values3–5 as well as selected theo-
retical estimates.44,51,70 Except for Ref. 70, the theoretical
references rely on DFT methods. They all apply the GGA
for the exchange-correlation potential and include Hubbard U

correction terms for treating the correlated U 5f electrons.
These DFT studies used techniques that correspond to our
neutral approach; however, Ref. 51 also investigated the
effects of introducing charged defects. For the neutral data
set, our predictions are higher than most existing data, which,
according to studies by Dorado et al.,44,53 are likely related
to the existence of metastable electronic solutions for the
reference UO2 structure. Recall that this issue was addressed
here by following the procedure proposed by Dorado et al.53

As expected, the neutral EF values predicted in this paper
and by Dorado et al.43,44 are in good agreement, especially
considering the fact that different exchange-correlelation
potentials and supercells were used. The 3–4 eV experimental
range for EF was derived from analysis of the O diffusivity
in stoichiometric UO2. Known uncertainties related to the
migration barriers of O interstitials and vacancies give rise to
the stated 3–4 eV span for EF . The charged and O-S EF values
obtained from approach A (no JT) are within the experimental
3–4 eV range, while the values obtained from approach B
(JT) are in the 4–5 eV range. The EF values from the neutral
data sets are all significantly higher (>5 eV). ES can then
be calculated by using the value for EF obtained from O
diffusivity measurements in UO2, the measured U vacancy
migration barrier, and the measured total activation energy for
U diffusion in the equation relating these parameters and ES to
each other [Eq. (1)], which gives the experimental estimate of
6–7 eV (6.2–7.2 eV to be exact) assuming that U vacancies are
the active species. The charged and O-S data exhibit a spread
over almost 2 eV from 6.00 eV (charged, approach A) to
7.65 eV (charged, approach B), which is within or just outside
the experimental range, respectively. As for EF , the neutral ES

data are always significantly higher than in the experiments.
Note that the experimental derivation relies on values for the
migration of U vacancies, a quantity which is not well known,

as described in Sec. IV B. Consequently, reanalysis of the
experimental defect parameters would be worthwhile, but it is
not addressed here.

To summarize, the EF and ES values calculated within
the neutral approach are always higher than the experimental
estimates.3–5 which is expected since the assumption of local
neutrality does not correspond to the ground-state electronic
configuration of these defects. Rather, the lowest-energy state
is one in which the defects charge compensate themselves.
The charged and O-S data sets are in much better agreement
with experiments. These results demonstrate that, in order to
achieve accurate predictions of the intrinsic defect processes,
we need to explicitly account for the active UO2±x charge-
compensation mechanism. From the data for EF and ES we
cannot conclusively say which approach, A (no JT) or B (JT),
agrees better with experiments. The corrected charged data are
slightly higher than the O-S data for approach B (JT), while
the opposite relation emerges for A (no JT).

IV. RESULTS AND DISCUSSION

The results section is divided into three parts; first, we
calculate the thermodynamic stability of Xe trap sites and
the Xe solution energy for these sites; second, we study
diffusion of U via vacancy mechanisms; and third, we use
the U vacancy diffusion data and the trap site stability as the
basis for predicting the Xe transport properties.

A. Stability of Xe trap sites

The formation energy of Xe trap sites as a function of
UO2±x stoichiometry is listed in Table III, and the Xe solution
energy is summarized in Table IV. Both the data obtained
within simulation approach A (no JT) and B (JT) are listed.
Even though the absolute numbers differ somewhat for these
two cases (numbers found via approach B are always higher),
the predicted physical trends are similar. In agreement with
earlier studies we predict VUO2 to be the most stable Xe trap
site for UO2−x .7,11 We find that the most stable VUO2 cluster
configuration corresponds to a linear orientation of the O-U-O
vacancies along [111] directions; however, Xe prefers to sit
in VUO2 clusters where the two VO are aligned as nearest
neighbors in [100] directions. The VUO2 data in Tables III and
IV all refer to the latter case. The formation energy of the [111]
VUO2 cluster is 0.38 eV (approach A) and 0.42 eV (approach
B) lower than for the [100] configuration. For stoichiometric
UO2 we calculate VUO to be the preferred site for the charged
and O-S data sets, even though VUO2 is only a few tenths of an
electron volt higher. The neutrality scheme predicts VUO2 to be
the most stable Xe trap site. The literature data for the trap site
stability at the stoichiometric UO2 composition find XeUO and
XeUO2 to be rather close, which is in qualitative agreement with
our results even though the detailed balance may exhibit some
discrepancies.7,9–11Experimental studies claimed the VUO2 site
to be the preferred one.5 However, the experimental conclu-
sions rely on complex defect considerations that may be associ-
ated with uncertainties and consequently we would not discard
our present findings of competition between XeUO and XeUO2

from the charged and O-S defect calculations as incorrect.
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TABLE III. The calculated formation energy of VU (EVU
F ), VUO

(EVUO
F ), and VUO2 (E

VUO2
F ) Xe trap sites. See the caption of Table II for

explanation of the charged, neutral, and O-S labels. The charged data
include all corrections applicable to charged supercells, as described
in the text. Data are provided for both simulation approach A (no JT)
and B (JT).

UO2−x (eV) UO2 (eV) UO2+x (eV)

Charged: A (no JT)
VU (EVU

F ) 6.00 2.69 −0.63
VUO (EVUO

F ) 4.79 3.13 1.47

VUO2 (E
VUO2
F ) 4.57 4.57 4.57

Charged: B (JT)

VU (EVU
F ) 7.65 3.39 −0.87

VUO (EVUO
F ) 6.13 4.00 1.87

VUO2 (E
VUO2
F ) 5.50 5.50 5.50

Neutral: A (no JT)

VU (EVU
F ) 10.15 4.88 −0.38

VUO (EVUO
F ) 7.22 4.59 1.95

VUO2 (E
VUO2
F ) 4.57 4.57 4.57

Neutral: B (JT)

VU (EVU
F ) 11.96 5.56 −0.83

VUO (EVUO
F ) 8.61 5.42 2.22

VUO2 (E
VUO2
F ) 5.50 5.50 5.50

O-S: A (no JT)

VU (EVU
F ) 6.39 3.01 −0.38

VUO (EVUO
F ) 5.19 3.50 1.81

VUO2 (E
VUO2
F ) 4.57 4.57 4.57

O-S: B (JT)

VU (EVU
F ) 7.12 3.03 −1.07

VUO (EVUO
F ) 5.79 3.74 1.69

VUO2 (E
VUO2
F ) 5.50 5.50 5.50

For UO2+x the O-S, charged, and neutral data sets all
suggest that VU is the most stable location for Xe, which
follows earlier theoretical estimates.7,11

B. Activation energies for U diffusion

The activation energy for U diffusion via a vacancy
mechanism is equal to the sum of the U vacancy formation
energy (E

VUOz

F , where z = 0,1,2 for VU, VUO and VUO2 clusters,
respectively) and the migration barrier for the U vacancies
(E

VUOz
m );

EU
a = E

VUOz

F + E
VUOz
m . (1)

Table III lists E
VUOz

F as a function of the UO2±x stoichiometry.
For UO2−x the most stable form of U vacancies is, in fact, as
part of the VUO2 trivacancy, and, consequently, the U vacancy
formation energy for the hypostoichiometric range should be
set equal to the formation energy of the trivacancy instead
of the single U vacancy. Also recall that the most stable
VUO2 cluster (VO along [111] directions) is in fact 0.38 eV
(approach A) and 0.42 eV (approach B) more stable than

TABLE IV. The solution energy of Xe in VU (XeU), VUO (XeUO),
and VUO2 (XeUO2 ) trap sites. See the caption of Table II for explanation
of the charged, neutral, and O-S labels. The charged data include the
corrections applicable to charged supercells, as described in the text.
Data are provided for both simulation approach A (no JT) and B (JT).

UO2−x (eV) UO2 (eV) UO2+x (eV)
Charged: A (no JT)

XeU 9.26 5.95 2.63
XeUO 6.01 4.35 2.69
XeUO2 4.75 4.75 4.75
Charged: B (JT)
XeU 11.19 6.93 2.67
XeUO 7.37 5.24 3.11
XeUO2 5.78 5.78 5.78
Neutral: A (no JT)

XeU 12.44 7.17 1.91
XeUO 8.41 5.78 3.14
XeUO2 4.75 4.75 4.75
Neutral: B (JT)

XeU 14.80 8.40 2.01
XeUO 9.76 6.57 3.37
XeUO2 5.78 5.78 5.78
O-S: A (no JT)
XeU 8.68 5.29 1.91
XeUO 6.38 4.69 3.00
XeUO2 4.75 4.75 4.75
O-S: B (JT)
XeU 9.47 5.87 1.77
XeUO 6.94 4.89 2.85
XeUO2 5.78 5.78 5.78

the values listed in Table III. According to the neutral data
set, the VUO2 (A) or the VUO (B) clusters are the preferred
form of U vacancies at the UO2 composition (all defects are
in fact rather close in energy), while VU is predicted to be
dominant by the charged and the O-S data sets. VU is the most
stable form of U vacancies in the hyperstoichiometric range.
To complete Eq. (1), E

VUOz
m must be calculated for each defect

type. Our DFT calculations predict a barrier of approximately
4.81 eV for a U ion migrating along the direct path connecting
it with a nearest-neighbor VU [Fig. 2(a)]. The saddle point
is located halfway between the initial and final positions.
At the saddle point, the two nearest-neighbor O ions are
significantly displaced in order to make way for the large U ion
and at the same time maintain a favorable local coordination.
Displacements are also discernible among other O ions, and
their motion is also driven by retaining the U-O coordination
along the migration pathway. The migration barrier increases
by about 1 eV without the O sublattice distortions. The details
of this migration mechanism will be further discussed in a
separate study.

The experimental value for the U migration barrier is as
low as 2.4 eV.4 Yun et al.9,10 pointed out that the accuracy
of the DFT methodology applied here is usually much better
than the level of discrepancy that emerges with respect to the
experimental migration data. One way of checking for uncer-
tainties contained in the DFT data is to perform calculations for
different exchange-correlation potentials. Consequently, we
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(a) (b) (c) (d)

FIG. 2. (Color online) Idealized schematics of U vacancy diffusion mechanisms. (a) The starting position for diffusion of a single VU, (b)
VUO clusters, (c) VUO2 clusters and (d) VU2O clusters. For all figures the arrows indicate the migration pathway and the highlighted (partially
colored) ions are displaced significantly from their lattice positions at the saddle point in order to maintain a favorable U-O coordination
throughout the migration process. U ions are shown in blue, the migrating ion in turquoise, O ions in grey and vacancies (both VU and VO) are
represented by squares.

also calculated the migration barrier using the Perdew–Burke–
Ernzerhof (PBE) parametrization of the GGA potential.70 The
U and J parameters were set equal to the values for LDA + U .
The details of these calculations will be presented elsewhere,
but in summary, the GGA + U barrier is about 1–1.3 eV
lower than for LDA + U , which, even though it decreases
the gap, cannot be considered to be in good agreement with
experiments.

In order to resolve the discrepancies between theory and
experiments, Yun et al. investigated the effect of binding a
VO to the already existing VU (VUO).9 According to their
calculations, the barrier for U diffusion decreases by 0.8–
0.9 eV for this cluster compared with an isolated vacancy,
which brings the migration barriers closer to the experimental
numbers. Our LDA + U calculations predict a similar decrease
of 0.75 eV to 4.07 eV for VUO. This barrier is still off from
the experimental value of 2.4 eV, even though the GGA + U

VUO barrier just over 3.4 eV exhibits smaller discrepancy. The
VUO migration mechanism involves significant displacement
of four of the O ions, i.e., the nearest neighbors at the saddle
point [see Fig. 2(b)]. Two of these ions follow in the path of and
essentially stay bound to the migrating U ion. The additional
VO allows these ions to largely keep the U-O coordination
while the U ion moves toward the saddle point position. This
O displacement pattern could not occur for VU, since for this
case their motion is blocked by the additional O ion. After
passing the saddle point the two O ions following in the path
of the migrating U ion first retain their U-O coordination and
reach either an interstitial site or the vacant O site before
releasing from the U ion and moving back to their original
positions. Alternatively, one of the O ions may stay in what
was originally the vacant O site, thus resulting in a combined
U and O vacancy diffusion mechanism. Since O migration is
a low-barrier process the effective U migration barrier should
be very similar between these two mechanisms.

In the same way we have calculated the barrier for U
migration within VUO2 clusters [see Fig. 2(c)]. The [111] VUO2

cluster exhibits a barrier that is approximately 0.30 eV lower
than for EVU

m (4.51 eV). The barrier for the cluster where the
two O vacancies are aligned in [100] directions (measured
as the total migration barrier from the gound-state [111] VUO2

configuration) is higher than for the [111] configuration. All the
VUO2 barriers refer to a mechanism that includes simultaneous
migration of one of the accompanying VO. To recover the

original [111] configuration after the initial U migration step,
the VO that is left behind must undergo multiple translations.
However, since VO diffusion is known to be fast and the
corresponding barriers are significantly lower than the U
barriers, this part of the mechanism will not contribute to the
total VUO2 migration barrier.

In conclusion, the experimental U vacancy migration
barrier cannot be reproduced by a mechanism involving VU

alone and, moreover, neither VUO nor VUO2 clusters can
fully resolve this discrepancy. The experimental barrier of
2.4 eV was derived from recovery analysis of heavily damaged
materials.5 Since there is no cost of forming the individual
point defects in damaged materials, the measured activation
energy would be equal to the migration barrier for the rate
limiting step. However, since VU and VO are known to form
clusters, it is likely that the barrier obtained from damage
analysis does not correspond to the true migration barrier
of a single VU. We have already concluded that VUO2 , VUO,
and VU cannot explain the experimental data, even though
the VUO barrier from GGA + U is within about 1 eV. To
explore this further, we have expanded our study to include
VU2O clusters, consisting of two nearest neighbor VU and one
VO. The corresponding migration pathway involves moving
the U ion into the interstitial site situated in between the
original vacant cation sites and then advancing this ion farther
along to either one of the two VU [see Fig. 2(d)]. The barrier
for this process is predicted to be approximately 2.92 eV,
which is in better agreement with experiments. The second
VU enables this mechanism by decreasing the penalty for the
migrating U ion to occupy or traverse through the interstitial
site. The VU2O cluster is predicted to be stable with respect to its
isolated components [the corresponding binding energies are
A (no JT) neutral 3.65 eV, charged 1.87 eV, O-S 1.87 eV; and
B (JT), neutral 4.53 eV, charged 2.84 eV, O-S 1.97 eV], which
supports the hypothesis that VU2O, or similar clusters, could
be responsible for the effective migration barrier measured in
damaged UO2 samples.5 Clusters with additional VO would be
expected to exhibit similar migration characteristics. We have
also calculated the migration barrier for VU2 clusters (two
nearest-neighbor VU) and for this case a barrier of 2.61 eV is
obtained, which is very close to the the experimental value.
From these findings we propose that diffusion in damaged
UO2 samples involves clusters of at least two VU, possibly
coordinated with additional VO. This mechanism has not
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been previously identified. Moreover, we conclude that the
commonly accepted barrier for migration of single VU is not
viable and it is probably underestimated by 1.4–2.4 eV.

The A (JT) neutral, charged, and O-S approaches all predict
VUO2 to be the active diffusion species for UO2−x , VUO for
UO2, and VU for UO2+x , even though for UO2 the VU and VUO

activation energies are rather close for the charged and O-S
data sets while VUO and VUO2 are close for the neutral data set.
For UO2−x , VUO is similarly not very far away from the VUO2

activation energy for the O-S and charged data sets. A (no
JT) and B (JT) predict different activation energies, but they
capture the same physical trends. The competition between VU

and VUO for UO2 is even closer for B (JT) than for A (no JT).
Table V shows that our calculations predict U activation

energies that reproduce the same trend as experiments for
the full composition range, but at the same time overestimate
activation energies by roughly 1 eV for the charged and O-S
data sets (the situation is even worse for the neutral data set).
We have seen that GGA +U tends to predict migration barriers
that are about 1 eV lower than for LDA + U and it is interesting
to note that applying the lower GGA + U barrier would
improve the agreement with experimental activation energies
(the GGA + U and LDA + U defect energies are close,
implying that the main difference in estimates of activation
energies should come from the barriers). We believe that the
decreased barrier for GGA + U could be connected to the
difference in equilibrium lattice constant between LDA +
U (≈5.45 Å) and GGA + U (≈5.53 Å). This topic will be
further discussed in a separate publication. The closest match
between modeling and experiments is obtained for the A (no
JT) charged and O-S data sets. In principle VU2 clusters could
also contribute to diffusion for UO2+x . However, applying
the most relevant definition of the VU2 binding energy in the
UO2+x range we predict slight repulsion (0.1–0.2 eV for the
O-S data set) between the defect constituents. We recall that
VU2O is still bound, but the high cost of forming VO in the
UO2+x range rules out any contributions from this cluster. For
the same reason the high cost of forming VU in the UO2−x

and UO2 regions precludes VU2 and VU2O as active diffusion
species for these cases. Based on thermodynamic arguments,
any contributions from VU2 or VU2O clusters are thus neglected
in this work.

The calculation of migration barriers for VUO and VUO2

involves difficulties due to the existence of local potential
energy minima along or close to the migration pathway and
the flexible nature of the oxygen sublattice, which complicated
reaching sufficient convergence and in some cases gave
predictions of very low but inaccurate migration barriers.
The barriers reported above refer to calculations that reached
(reasonable) convergence and should thus be reliable. Even
though some uncertainty may exist for the barriers, we estimate
this range to be small enough not to influence our present
conclusions. By analyzing results from multiple calculations
we estimate that the uncertainty limits are about 0.2–0.3 eV.

C. Activation energies for Xe diffusion

Xe diffusion is proposed to occur via binding of an
additional VU to the equilibrium Xe trap site, as illustrated
in Fig. 1. Our first task is to calculate the saddle point for Xe

atoms moving from their original trap site location into the
second bound VU. However, any intracluster Xe barrier would
contribute to the total Xe activation energy only if it exceeds the
barrier associated with VU migration from one part of the trap
site cluster to another. Using nudged elastic band calculations
and ab initio molecular dynamics simulations we found that
the Xe atoms always prefer to occupy the central position of
the clusters formed by the original trap site and the second
VU. Depending on the local O coordination, slight shifts from
this position may occur. The barrier to move from the original
vacancy site to the central void location is very small or even
nonexistent (≈0 eV), which implies that the intracluster Xe
motion is nearly barrierless and, once the second VU is attached
to the trap site, Xe will occupy the central void. The clusters
formed by the original Xe trap site and the second bound VU are
associated with rather significant distortions of the surrounding
lattice. For XeU2 (Xe in VU trap site plus the second bound VU)
there are especially large displacements, which effectively
push two regular fluorite O ions enclosing the cluster into
octahedral interstitial positions. The formation of these defects
may be associated with a small barrier; however, other cluster
geometries seem to form by barrierless displacements once the
second VU is bound to the original trap site. From the U vacancy
migration barriers calculated in Sec. IV B we conclude that
the internal Xe migration barriers are always much smaller in
magnitude than the VU barriers and, consequently, the former
does not contribute to the Xe activation energy.

For net diffusion to occur, the Xe atom must first move
from its original position to the second bound VU, or rather
to the central equilibrium site as discussed above, after which
the original VU must either detach from the trap site cluster
or jump to a new position within the trap site cluster. In the
latter case the VU becomes available for another migration
step by the Xe atom and in the former case a new VU may
bind to the trap site and thus restart the migration process.
Intracluster migration of the bound VU corresponds to co-
operative migration of the cluster while separation of the bound
VU from the trap site corresponds to diffusion limited by the
kinetics of individual VU. However, this mechanism can be
discarded based on the difference in experimental U and Xe
activation energies observed in Table V. Below, we come to
the same conclusion based on attractive binding energies for
the second VU and the ability of the fluorite lattice to maintain
nearest neighbor coordination for the intracluster migration.

The Xe activation energy, EXe
a , is then given by

EXe
a = E

VU
F − EB + EC,VU

m . (2)

Here, E
VU
F is U vacancy formation energy, EB is the binding

energy of a second VU to the Xe trap site, and EC,VU
m is the

effective barrier for the intracluster migration of VU. EC,VU
m is

difficult to calculate with DFT methods due to the extended
nature of the defects, in particular since the starting, saddle, and
finishing positions must all be captured in the same supercell.
Nevertheless, the XeU2 cluster is tractable within the 2 × 2 ×
3 supercell and the barrier is estimated to be approximately
3.73 eV from nudged elastic band calculations, which is just
over 1 eV lower than the corresponding barrier for VU diffusion
in bulk UO2. The reason for the decreased barrier is similar
to that discussed in the context of the diffusion mechanism

054105-9



ANDERSSON, UBERUAGA, NERIKAR, UNAL, AND STANEK PHYSICAL REVIEW B 84, 054105 (2011)

TABLE V. The total activation energy for U vacancy diffusion (EVU
a ) and the total activation energy for Xe diffusion (EXe

a ) as functions
of stoichiometry. Note that EVU

a may correspond to clusters of VU and other defects as defined in the text. See the caption of Table III for the
charged, neutral, and O-S labels. The listed activation energies always refer to the most stable form of U vacancies and Xe trap sites; however,
at the UO2 stoichiometry both the XeUO2 and XeUO activation energies are listed (XeUO/XeUO2 ) since the Xe solution energy is similar for these
two sites (the activation energy for the most stable site according to Table IV is highlighted). The experimental data from Refs. 3–5 are also
reproduced.

EVU
a ( U2−x) EVU

a (UO2) EVU
a (U2+x) EXe

a (UO2−x) EXe
a (UO2) EXe

a (UO2+x)

A (no JT)
Charged 8.69 7.20 4.18 7.12 6.04/3.80 2.97
Charged uncorrected EB 7.04 4.99/3.73 2.07
Neutral 8.69 8.66 4.43 11.83 7.58/6.56 4.07
O-S 8.69 7.57 4.43 7.80 5.43/4.42 2.99
B (JT)
Charged 9.60 8.07 3.94 7.93 6.31/3.67 2.81
Charged uncorrected EB 7.89 5.17/3.64 1.38
Neutral 9.60 9.49 3.98 12.92 7.88/6.52 2.91
O-S 9.60 7.81 3.74 8.25 5.18/4.15 1.89
Experiments Matzke3–5 7.8 (x � 0.02), 5.6 2.6 6.0 3.9 1.7

5 (x � 0.02)

identified for VU2 and VU2O clusters in Sec. IV B. For XeU2 ,
migration occurs by moving the migrating U ion toward one
of the neighboring vacancies by partially traversing via an
empty interstitial site at the same time as the Xe atom moves
toward the other vacant site in order to create room for the
migrating U ion, which gives rise to a slightly curved path
compared with bulk VU migration. This mechanism is enabled
by the lower Coulomb repulsion between the migrating U ion
and the Xe ion compared with the repulsion between isovalent
U ions, which decreases the barrier height when the U ion
traverses via the interstitial site. If the Xe ion is replaced by
a U ion (as in regular VU diffusion) the (partial) interstitial
path becomes unfavorable due to the short distance and high
repulsion between U ions. In this paper we assume that the
XeU2O and XeU2O2 barriers are similar to XeU2 , since we were
unable to obtain reliable barriers for the two former cases
(as mentioned, because of the relatively small cells for these
extended defects). We recognize that somewhat lower barriers
are possible for trap sites coordinated with VO, but explicit
calculation of these is left as future work.

E
VU
F was calculated in Sec. IV A (see Table V) and the

calculated VU binding energies (EB) are listed in Table VI,
where the superscripts XeU2O2 , XeU2O, and XeU2 denote the
type of cluster. The high charge states of the bound complexes,
in particular for XeU2O and XeU2 , imply decreased accuracy for
the simplified multipole correction applied here. Additionally,
substantial uncertainties arise from the difficulty of finding
atoms that are sufficently separated from the localized charges
to be used in the potential alignment procedure. For these
two reasons we have listed both corrected and uncorrected
data for the charged data set. The binding energies for the
O-S data were obtained by separating the second VU from
the Xe cluster within the same supercell. EB increases in
the order of XeU2 , XeU2O and XeU2O2 . The charged and O-S
data predict attractive interactions for all clusters, while the
neutral model within approach A (no JT) predicts attractive
interactions only for the largest clusters. The neutral model

within approach B (JT) predicts attractive binding energies
for the full nonstoichiometry range. The present Xe transport
model assumes that binding between trap site clusters and the
second VU is attractive, a requirement which is not fulfilled by
the neutral data set within approach A (no JT), but confirmed
by all other simulation approaches. For the XeU2O cluster,
the O-S data set agrees better with the uncorrected charged
data set than with the corrected one. For XeU2 the O-S data
set is approximately in the middle between the uncorrected
and corrected data. Due to these uncertainties we believe that
corrected charged E

XeU2O

B and E
XeU2
B values are underestimated.

For this reason both the corrected and the uncorrected binding
energies will be used in the following analysis. The issue of

high charge states is not as severe for E
XeU2O2
B , as for E

XeU2O

B ,

and E
XeU2
B . For this case the agreement between the corrected,

uncorrected, and even O-S data sets is quite good. For both A
(no JT) and B (JT) the highest binding energies are predicted
by the uncorrected charged data sets.

TABLE VI. The binding energy of an additional VU to Xe atoms

that occupy a trivacancy (E
XeU2O2
B ), a divacancy (E

XeU2O

B ) or a U

vacancy (E
XeU2
B ). See the caption of Table III and the text for

explanation of the charged, neutral, and O-S labels. The charged
data set includes both corrected and uncorrected data.

E
XeU2O2
B E

XeU2O

B E
XeU2
B

A (no JT)

Charged 2.62 0.37 0.13
Charged uncorrected 2.69 1.43 1.02
Neutral 2.05 1.04 −0.72
O-S 2.32 1.30 0.36

B (JT)
Charged 3.45 0.81 0.05
Charged uncorrected 3.49 1.95 1.48
Neutral 2.77 1.42 0.32
O-S 2.60 1.58 0.77
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The total Xe activation energies calculated according to
Eq. (2) are summarized in Table V. For each composition range
we have assumed that Xe occupies the most stable trap site,
though at the UO2 stoichiometry we list activation energies
for both VUO and VUO2 since they are rather close. The most
stable case is highlighted in bold. All data sets reproduce the
experimental trend for the activation energy as a function of the
oxygen nonstoichiometry. The activation energies predicted
for the neutral approach are in most cases substantially
higher than the experimental activation energies. The charged
and O-S activation energies provide better agreement with
experiments and among these, approach A (no JT) is closest
to the experimental data. However, both data sets still tend to
overestimate the activation energy. One explanation for this
could be uncertainties for the migration barriers highlighted
earlier for VU by different predictions for LDA + U and GGA
+ U . Similarly, the intracluster barrier (EC,VU

m ) decreases to
about 3.13 eV for GGA + U . We speculate that the improved
agreement with experiments for the data sets that apply the
lower GGA + U migration barriers may be related to thermal
expansion occurring at reactor operating conditions, since
one distinction between LDA + U and GGA + U is the
higher equilibrium lattice parameter for the latter. Clearly, it is
also possible that the DFT calculations underestimate binding
energies or fail to accurately capture ES or the balance between
ES and EF . The difference between approach A (no JT) and B
(JT) is typically < 1 eV. Further improvement with respect to
experiments may be achieved if uncertainties regarding EC,VU

m

for XeU2O and XeU2O2 were accounted for, i.e, the presence
of VO for Xe trap sites at the UO2−x and UO2 stoichiometries
could decrease the barrier and thus also the gap to experimental
activation energies.

V. CONCLUSIONS

Using DFT we have calculated the activation energies for
Xe diffusion in UO2±x as well as the closely related activation
energies for U diffusion. To reach accurate predictions it
is essential to treat the charge compensation for defects in
UO2±x in a consistent way. We illustrate how this can be
achieved by applying so-called charged supercell calculations.
At fixed UO2 stoichiometry the lattice always avoids reduction
of U4+ into U3+ ions due to the high thermodynamic cost
associated with this reaction, which, for example, implies that

there is no explicit U3+-U5+ charge transfer associated with O
Frenkel pair formation in UO2. This conclusion was confirmed
by calculating the Frenkel defect properties within a single
2 × 2 × 3 fluorite supercell. Stoichiometry changes and the
occurrence of other charge compensating mechanisms that
are more energetically costly result in worse agreement with
experimental estimates.

Our calculations demonstrate that Xe transport occurs
by binding a second VU to the stable Xe trap sites and
these clusters then migrate according to a vacancy mediated
mechanism, which occurs due to the fact that the VU is
bound to the Xe trap sites. This implies that Xe diffusion
is governed by 1) the U vacancy formation energy 2) the
binding energy of vacancies to the Xe trap site, and 3) the
barrier for the bound U vacancy to move from one part of
the trap site cluster to another. We confirm earlier findings
that the stoichiometry-dependent activation energies follow
from changes in the Xe trap site solution energy and the U
vacancy formation energy as function of the O content. Our
predictions slightly overestimate the Xe activation energies in
relation to the measured values for the full UO2±x composition
range, but the agreement is still rather good. Calculating the U
activation energies requires us to consider formation of VUO2

vacancy clusters for UO2−x . The predicted activation energies
for U diffusion under thermal equilibrium conditions likewise
exhibit some overestimation, while generally being in rather
good agreement with available experiments. To explain the
low value of 2.4 eV found for U migration from independent
damage experiments (not thermal equilibrium) the presence
of VU2 or VU2O vacancy clusters must be included in the
analysis.
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