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Model system for controlling strain in silicon at the atomic scale
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Strain induced by antiphase boundaries (APBs) in the Si(111)2 × 1 surface is investigated using scanning
tunneling microscopy (STM), laterally resolved scanning tunneling spectroscopy (STS), and density functional
theory (DFT). We determine the structure of all identified APB reconstructions and show that a band shift of
states close to the Fermi energy leads to the previously observed electronic contrast. The orientation of the band
shift and the observed movement of APBs within the surface are explained by surface strain resulting from the
excess free energy of the boundary. We demonstrate that the location of APBs and their associated strain can be
precisely manipulated, making them an ideal model system to study and control strain at the atomic scale.
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The ever decreasing size of semiconductor devices has
reached the point where their functionality can rely on
only a few atoms.1 Precise control over the surrounding
environment of such devices is important because the presence
of atomic-scale defects can have a detrimental influence on
the device functionality and limit the achievable scaling.
Recently, the understanding of surface defects has improved
such that many of them can now not only be avoided but can
actually be controlled at the atomic scale. This enables the
deliberate arrangement of surface defects such as step edges
and vacancies2,3 to modify the nanoscale properties of the
semiconductor. Spatial control over defects thus allows us to
harness their specific characteristics and employ them to create
novel device structures or study new physics.4,5

Future nanoscale semiconductor devices are likely to
be strongly influenced by strain because controlling strain
enables the engineering of structural, optical, and electronic
characteristics such as crystal-field splitting,6 absorption-
band shifts,7 and piezoresistance.8 However, measuring and
especially controlling strain on the atomic scale remains a
great challenge.9 Defects may provide an elegant solution to
study and control strain at the atomic level if suitable structures
can be found and control mechanisms established. Antiphase
boundaries (APBs) in silicon are promising candidates because
crystal boundaries are generally associated with strain10 and
APBs in the Si(111)2 × 1 surface are mobile.11 Variations
in the electronic structure at the surface have been observed
around APBs,11 but the origins of this phenomenon, as well as
the atomic structure of the boundary and the mechanism for
their movement, have remained unclear.

In this work we show that APBs in the Si(111)2 × 1
surface are model systems for studying and controlling strain
at the atomic scale. We identify the structure of all observed
APB reconstructions and find that the previously observed
electronic phenomenon near the boundary originates from a
shift of states close to the Fermi energy which we attribute to
strain. The movement of APBs and the origin of the strain are
explained in terms of free surface energy reduction. Finally,
we show that the location of APBs and their associated strain
can be manipulated in a controlled way using the STM tip.

Experiments were performed in an Omicron LT-STM with
a base pressure below 5 × 10−11 mbar. Samples were cut
from a phosphorus-doped (211) wafer with a resistivity of
0.1–10 � cm. To expose the (111) surface, samples were
cleaved in situ at room temperature, loaded into the STM
at 77 K, and subsequently heated to 200 K where the sample
conductivity was suitable for measurements.

Upon cleaving, the Si(111)2 × 1 surface reconstruction is
formed as shown in Fig. 1(a), which is described by the Pandey
model.12,13 APBs are created when two domains meet that have
π -bonded chains with the same orientation but shifted by half
a unit cell in the [211] direction. By studying over sixty APBs
on different samples, we found that they can be classified into
the three different reconstructions shown in Figs. 1(b)–1(d),
denoted as APB1–APB3, respectively. Approximately 80% of
all boundaries were APB1 reconstructed whereas APB2 and
APB3 each accounted for about 10%.

To determine the structure of APBs, the buckling orienta-
tion of atoms in the π -bonded chains has to be considered. As
shown in Fig. 1(a) the bias voltage (sample bias convention)
can be chosen to selectively image the up- or down-buckled
atoms.14 If the buckling changes over an APB, the up atoms
have to align over the boundary in the [211] direction,15

which is indicated by a white line in Figs. 1(b) and 1(c).
It can be seen that the atoms are out of phase across the
boundaries, demonstrating that the buckling does not change.
We have not encountered any APBs where the buckling
changes. Therefore, in agreement with the literature for low-n-
type-doped silicon,16 we conclude that our surface is entirely
positively buckled, as shown in Fig. 1(e).

Based on high-resolution STM measurements we have
developed atomic structure models for all APB reconstructions
shown in Figs. 1(f)–1(h). A model similar to APB2 was
previously suggested for APBs observed in Ge(111)2 × 1.17

APB1 and APB2 follow the equivalent [110] and [101]
direction, respectively, but are not identical because the
buckling breaks the surface symmetry. The overlay of the
structural model and the STM data show excellent agreement
for all reconstructions, as displayed in Figs. 1(b)–1(d). We note
that, for APB3, an alternative structure where all π -bonded
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FIG. 1. (Color online) (a) Si(111)2 × 1 surface measured with different bias polarity. (b)–(d) APB reconstructions are shown with an
overlay of their atomic structure. (e) Model of the positive-buckled Pandey reconstruction. (f)–(h) The atomic structure of the three APB
reconstructions of (b)–(d) respectively, together with their simulated Tersoff-Hamann images for a bias of −1.1 V.

chains terminate in a down-buckled atom does not match the
measured corrugation.

Density functional theory (DFT) calculations of the APB
structures were performed using VASP18 with the PW91 GGA19

functional. A ten-layer Si slab (320 atoms) was used, with the
top eight layers free to move and the bottom terminated with
H (32 atoms). Cells had to contain several APBs to satisfy
the periodic boundary conditions. All forces were converged
to within 0.03 eV/Å, and total energies are normalized as
energy per boundary between two individual π -bonded chains.
For APB1 and APB2, the calculated formation energies were
found to be 0.30 eV and 0.34 eV, respectively. Simulated STM
images, in Figs. 1(f) and 1(g), show excellent agreement with
the measurement, reproducing the central kink with the correct
orientation. The energy of APB3 could not be determined
because, while one of the two boundaries in the cell converged
to the proposed structure shown in Fig. 1(d), the other APB
converged to a boundary with π -bonded chains terminated
in a down-buckled atom. Future work using larger cells will
clarify why the two boundaries converged differently and
determine the energy of APB3. As seen in Fig. 1(h) the
simulated image of the proposed APB3 structure matches the
topography, reproducing the zigzag chain, while the image
with down-buckled atoms (not shown) does not. This supports
the experimental assignment of the structural overlay shown
in Fig. 1(d).

We found that the reported contrast around APBs11 is bias
dependent and strongly asymmetric. As seen in Fig. 2(a), both
domains to either side of the APB appear identical when
imaged at high bias voltages, whereas they become bright
and dark, respectively, when imaged at low bias. The fact that
the contrast reverses with voltage polarity demonstrates the
electronic nature of this effect.

The electronic contrast was always found to increase
the brightness to one side and decrease it to the other
side of the APB, giving it a clear orientation. Surprisingly
we observed APBs of identical reconstruction type with oppo-
site sides of increased and decreased brightness, respectively,
as shown in Figs. 2(a) and 2(b). We found that all three APB

reconstructions show the electronic effect in both orientations
with about equal distribution. As mentioned before, different
buckling on either side of the APB can be excluded. It is
therefore evident that the electronic contrast cannot result from
local structural aspects of the boundary and that its orientation
must be determined by external factors.

In Fig. 2(c) we show the laterally resolved differential
conductance at −1.1 V. To visualize the local density of states
across the boundary, all spectra of a single π -bonded chain

FIG. 2. (Color online) (a1)–(a3) and (b1)–(b3): Two APBs with
identical reconstruction but opposite orientation of the electronic
effect. (c) Laterally resolved differential conductance. (d) Differential
conductance cross section generated by averaging the spectra between
the white lines in (c). The arrow marks the position of the APB
in both (c) and (d). STS was acquired at −2 V, 300 pA. The
spectral resolution after topography correction and smoothing is
80 mV.
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were averaged along the [211] direction and are shown in
Fig. 2(d). The Fermi level for Si(111)2 × 1 is pinned at +0.4 V
due to the surface states.20 It can be seen that the measured
contrast originates from states close to the Fermi level which
are shifted by about 200 meV in opposite directions to either
side of the boundary. When going further away in energy from
the Fermi level, the band shift is reduced and, at ±2 V, it has
almost completely disappeared, in good agreement with the
voltage-dependent topography measurements. The electronic
effect also gradually decreases when laterally moving away
from the boundary and disappears after 5 nm.

To determine the cause of the electronic effect, the ability
of APBs to move within the surface has to be considered.
We frequently observed boundaries relocating over a distance
of several nanometers, as shown in Figs. 3(a)–3(c). The
movement itself happens between individual line scans, too
quickly to be resolved in our measurement. This is shown in
Fig. 3(b) where the APB is imaged in four different positions,
indicated by the numbered arrows.

It is surprising that APBs are able to move because
relocating a boundary requires the breaking of Si bonds.
However, we are able to suggest a low-energy pathway for
movement based on an earlier calculation by Northrup et al.21

To shift the APB by one unit cell the seven and five atomic rings
of the Pandey reconstruction have to swap places. A possible
mechanism is to first transform the seven and five atomic rings
to a row of six atomic rings and then back to the Pandey
model with opposite phase as shown in Fig. 3(e). This requires
breaking two bonds per π -bonded chain. We found that these
are the same bonds that have to be broken when forming
the Pandey model from the buckled reconstruction and the
energy barrier to do so was calculated to be less than 100 meV
per surface atom.21 A mechanism where atoms closest to the
boundary transform to the buckled reconstruction and then to
the Si(111)2 × 1 with opposite phase therefore enables the
boundary to move by twice overcoming a barrier of 100 meV
per surface atom. However, it is important to keep in mind

FIG. 3. (Color online) (a) APB imaged in its original position,
marked by green (gray) arrows. (b) Movement of the APB to the right
in 4 discrete steps. (c) End position after the movement where the
APB remained, marked by a white arrow (d). Artificially introduced
defect pinning the APB in a new location. (e) Proposed reconstruction
mechanism for the movement. (f) Schematic of different possible
environments for APBs.

that a boundary between two π -bonded chains cannot move
completely independent of its neighbors. This would lead to
the formation of two π -bonded chains or troughs next to each
other and increase the total energy of the system. Therefore,
provided enough (thermal) energy exists to overcome the very
small 100 meV barrier, the entire APB has the ability to freely
move across the surface as long as no part of it is restrained.

The fact that APBs have a higher energy than the clean
surface makes it energetically favorable to eliminate them.
Because a boundary has the possibility to change in length
by relocating on the surface, as shown in Fig. 3(f), its free
energy acts as a driving force22 to move it in a direction where
it becomes shorter. The potential landscape in which an APB
moves is therefore defined by the local environment of its end
points since they determine how its length is affected by any
movement, as sketched in Fig. 3(f). In unstable environments
both ends can reduce the length of the APB and therefore
minimize its free energy by propagating in the same direction.
The boundary shown in a trapped environment, on the other
hand, cannot move without increasing its free energy and is
therefore pinned. The APB shown in a metastable environment
can move without changing in length and would likely diffuse
across the surface until it reaches a trapped state or an atomic-
scale defect that pins one of its ends. We propose that, after the
cleave, all unstable APBs propagate through the surface until
they vanish or are pinned, in good agreement with the fact that
all boundaries were found in either a trapped or a metastable
position. APBs in metastable environments were observed to
readily relocate during imaging, confirming their weak local
pinning. The movement shown in Fig. 3 can be explained with
this model. Tip-induced forces, which will be discussed later,
release the APB from its pinned position and allow it to move
into the next local energy minima, as shown in Fig. 3(c).

Pinned APBs are prevented from moving at one end and
their path across the surface is restricted to the orientations
of the three different reconstructions. Defined by the en-
vironment of their unpinned side, they are still subjected
to a potential gradient, leading to a force acting on the
boundary. Because the pinning prevents any movement, this
force results in compressive or tensile strain to either side of the
APB, depending on its direction. This is in good agreement
with the observed characteristics of APBs, because strain is
known to induce an electronic contrast in silicon23,24 and
can shift bands in both directions depending on whether it is
tensile or compressive.25 We therefore interpret the electronic
contrast as a strain-induced band shift in the Si(111)2 × 1
reconstruction.

Further evidence linking the measured band shift to strain
is the observed correlation to the movement of APBs. In Fig. 4
an APB is shown that changes its reconstruction from APB1
to APB3 along its length across the surface. The electronic
effect is clearly evident at low bias, and it can be seen that
its orientation changes together with the reconstruction. In
terms of surface strain this can be explained by two APBs that
both try to reduce their length, pulling in opposite directions
and forming a delicate balance. In Fig. 4(f) it can be seen
that the APB dislocates when imaged at high negative bias,
and it is assumed that tip-induced forces disturb the balance
between the two boundaries. This is in good agreement with
the observation that the movement originates directly at the
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FIG. 4. (Color online) Voltage-dependent imaging of an APB
acquired with a current setpoint of 300 pA. The arrow indicates the
same position on the surface.

crossover of the two reconstructions, where the electronic
contrast changes its polarity.

The change in location was found to increase gradually
with increasing negative voltage, demonstrating the influence
of the tip. Figures 4(c) and 4(f) were acquired on the forward
and backward trace, respectively, of the same scan, illustrating
that the switching in between the two positions is very fast and
completely reversible. The difference in tip height for both
images was measured to be less than 2 pm and, because the
boundary only moves under negative voltage, we can exclude
tip proximity as the driving mechanism. We assume that
either the electric field26 or a vibrational excitation27 mediates

the movement; further work is required to clarify the exact
mechanism.

The ability of the STM to introduce atomic-scale defects
combined with the mobility of APBs allows one to accurately
control their position. As shown in Fig. 3, APBs can be
released through tip-induced forces and will propagate across
the surface until they reach the next naturally formed energy
minima. Because STM tips can be used to deliberately create
defects in silicon,28 it is possible to control the position
of APBs by introducing new pinning sites, as shown in
Fig. 3(d). It can be seen that the APB changes its loca-
tion and now runs through the artificially created defect.
APBs that are pinned in a small local energy minima can
therefore be released using the tip and then stopped at any
desired location using a previously created artificial pinning
site.

In summary, we show that APBs are a model system for
studying and manipulating the influence of strain at the atomic
scale. This enables the exciting possibility of using strain to
influence and control the properties of individual atomic-scale
devices. Possible applications range from controlling the
inhomogeneous broadening of dopants for optical quantum
computing29 to modifying the magnetocrystalline anisotropy
of individual atoms for high-density data storage.30 The atomic
model of the boundaries presented here and the detailed data
about their band structure will also allow further calculations
to determine the forces involved in APB movement and the
magnitude of the strain resulting from their pinning.
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