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We present the results of an experimental and atomistic modeling investigation of the silicon/silver (Si/Ag)
interfaces found in industrial solar cells. We use small ab initio calculations to parametrize a new interatomic
potential for the Si/Ag interaction. This interatomic potential is then validated against larger ab initio calculations
as well as the results of previous experimental and theoretical studies of Si/Ag systems. The interatomic potential
allows us to perform a large-scale search of the conformational space of Si/Ag interfaces identified from
transmission electron microscopy studies. The most favorable geometries thus identified are then used as the input
for more accurate ab initio calculations. We demonstrate that the two interfaces which we identify experimentally
have significantly different geometric and electronic structures. We also demonstrate how these different structures
result in significantly different Schottky barriers at the interfaces.
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I. INTRODUCTION

The silicon/silver (Si/Ag) interface is of great importance
in industrial solar cells, with Ag commonly used in a grid to
contact the Si n-type emitter.> The contact resistance (R.)
of this interface can have a significant impact on the overall
efficiency (%) of the device. Indeed, the majority of process-
induced losses in industrial solar cells can be attributed to the
formation of metal-semiconductor contacts.

As such, understanding and tailoring the metal-
semiconductor interface is of great importance in almost
all semiconductor devices. The first detailed model of this
interface was developed by Schottky,>* and these contacts
are still known as “Schottky contacts.” In this paper we
demonstrate how different terminations of the Si and Ag layers
result in significantly different barriers to electron transport
across the interface, known as “Schottky barriers.” This allows
future production processes to be aimed toward preferentially
forming interfaces with specific terminations in order to
reduce R..

R. depends exponentially on the Schottky barrier (¢).’
Basic Schottky theory suggests that the barrier at the interface
depends only on the bulk properties of the two materials,
namely the work function of the metal and the electronegativity
of the semiconductor.>* Early studies suggested that the
Schottky barrier height (SBH) had a weak dependence on
the metal type and interface fabrication method in the case of
interfaces involving covalent semiconductors.® This effect has
often been attributed to a pinning of the Fermi level of the metal
by the presence of so-called metal-induced gap states (MIGS)
in the band gap of the semiconductor at the interface.”* One
final factor, which has been studied with respect to SBH, is
the influence of the surface ionicity of the semiconductor.
It has been shown theoretically that the ionic charge at the
semiconductor surface has a major effect on the SBH.”!°

There are a number of clear examples in the literature which
demonstrate that the SBH at an interface is dependent not
only on the bulk properties of the materials involved but also
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on the interface structure itself. The silicon carbide/titanium
interface, for example, has been shown experimentally to have
SBHs which depend very much on the crystal faces and surface
terminations involved.'!"!? Indeed it has been demonstrated for
the CoSi,/Si interface that interfaces between the same planes
can have different SBHs depending on the bonding pattern at
the interface.'® The dependence of SBH on interface structure
has also been demonstrated and investigated theoretically.'+!6
Such effects have also been investigated using experiment
and theory for the zinc oxide/nickel interface, where the
important role of an interface dipole in determining SBH was
suggested.'”1

The Si(111)/Ag interface has been the subject of much
investigation for many years.!°” Many of these studies have
tended to to concentrate on Ag thin films, investigating the
geometry of Ag on variously reconstructed Si surfaces. Studies
of buried interfaces annealed at temperatures over 200 °C
showed none of the reconstructions typically associated with
the (111) surface of Si.28?°

The Ag/Si interface in high-performance solar cells has
also been the subject of much research. Ballif ez al.'*° used
high-resolution electron microscopy (HREM) and energy-
dispersive spectroscopy (EDS) to investigate the interface,
demonstrating the growth of pyramidal Ag crystallites into
the Si wafer; furthermore they were able to demonstrate the
presence of an epitaxal relationship between the Si and Ag
along the {111} planes. Such pyramidal crystallites have
also been identified in other metal-semiconductor interface
systems, for example Cu-Si®! and Al-Si*? systems. Recently
HREM studies of the Ag-Si system have been reported;*
again epitaxal Si/Ag interfaces on the {111} planes have been
observed, and the results of this study are used to validate our
theoretical calculations.

In this paper we first develop a Tersoff-type** interatomic
potential for modeling the interaction of Si with Ag. This
potential is parametrized using ab initio calculations of
model Si/Ag systems and the validity of the new potential
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is tested against experimental data and more extensive ab
initio calculations of Si/Ag interfaces and clusters. This is
used in conjunction with an existing Tersoff potential for
Si* and a slightly modified version of an existing embedded
atom model (EAM) for Ag®® to model the Si/Ag systems.
The interfaces which we choose to model were identified
experimentally in transmission electron microscopy (TEM)
studies of commercial solar cells. The interatomic potential
provides a much quicker route to calculating optimized
geometries than DFT methods. As an example, the DFT
geometry optimizations in this paper consisting of around 270
atoms took around 66 hours running on 24 processors, whereas
the same system calculated using the interatomic potential
optimized in around five minutes on one processor. Thus the
interatomic potential allows us to explore a much wider area
of conformational space to find the most favorable starting
geometries. These can then be used as input for the more
accurate ab initio simulations.

The structures generated from interatomic-potential-based
calculations then serve as input for ab initio calculations
which we use to determine the SBH of two Si/Ag interfaces
observed experimentally. These calculations reveal significant
differences in the SBH depending on the interfacial structure.
We examine the electronic structure of the two interfaces and
propose an explanation, based on the differences in bonding,
for the different SBHs.

II. METHODS

A. Experimental techniques

The standard solar cell process applied for this study
is based on p-type Czochralski-grown Si wafers of 156 x
156 mm? size with 3-6 © cm base resistivity. The initial
surface has random pyramidal texturing. After an HCI/HF
cleaning step, POCl; diffusion was performed leading to an
emitter sheet resistance from 50 to 60 €2/sq. HF etching was
carried out to remove the P-glass and SiNx was deposited
by low-frequency direct-plasma PECVD. Subsequently, the
wafers were front screen printed with different commercial Ag
of different generations (gen2006 and gen2008) which consist
of silver particles, glass frit, solvents, and binding agents. Al
paste was printed on the rear side. Finally, a co-firing step
was performed in an IR-heated belt furnace. Full details of the
production process are available elsewhere.’

Cross-section TEM samples were prepared by mechanical
polishing, dimpling, and Ar ion-beam thinning. The TEM
experiments were performed with a JEOL 2010F operating
at 200 kV.

B. Numerical calculations

All ab initio density functional theory (DFT) calculations
were performed using the Vienna Ab Initio Simulation Package
(vASP).* In all cases we employed the PBE?® functional with
a plane wave cutoff of 450 eV and projector augmented-wave
pseudopotentials,*® relaxing the forces on all atoms to less than
1075 eV/A.

Three different geometrical models were used for DFT
calculations: potential derivation, potential validation, and the
final electronic structure calculation. For the DFT calculations
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used for potential derivation we are interested only in the
interactions between the Ag and Si atoms. In these simulations
model geometries consisting of 2 slabs were performed. One
slab is composed of 4 layers of Si atoms, the other of 4
layers of Ag atoms. The simulations employ periodic boundary
conditions (PBCs) in all directions; thus we have 2 Si/Ag
interfaces in this model. For testing the validity of the new
potential we compare to DFT models which are slightly larger
than those employed to derive the parameters. In this case
the slabs consists of 6 layers of Si and 6 layers of Ag. This
allows for a more complete description of bulk plus interface
effects on the structure. Again there are 2 interfaces in each
model due to PBCs. For the calculations of the electronic
structures and Schottky barriers we use models with 8 layers
of each material. In this case we also include a vacuum gap of
12 A in the direction normal to the interface; this means that
the model contains only one Si/Ag interface. In this model
the outer 3 layers of each material are frozen to the bulk
positions; in addition the outer surface atoms of Si, which
are undercoordinated, are passivated with H atoms.

All interatomic-potential-based calculations of the exper-
imentally observed interfaces were performed using the DL
POLY package.*! In all cases one slab of each material was
placed in contact with the other. Both slabs are 12 layers thick;
again a vacuum normal to the interface is used. The outermost
4 layers of each side were frozen during the simulations.
Where interatomic potentials are compared to ab initio for the
purposes of derivation and validation calculations the systems
are set up exactly as in the ab initio calculation.

All supercells in this paper consist of various numbers of
Si and Ag unit cells in the plane of the interface, chosen in
order to minimize the effects of lattice mismatch, as illustrated
in Fig. 1. In all cases the remaining lattice mismatch was
accounted for by compression of the Ag. The compositions
and mismatches of all cells used in this paper are presented in
Table I.

Unit Cells

Super-cells

Ag

wI_, si

u

Au= 25%: Av=25% Au= 0%: Av=0%

FIG. 1. Schematic illustration of the use of supercells to overcome
lattice mismatch. Left: Si (u = 7.679 A, v = 7.679 A) and Ag (u =
5.784 A, v =5.784 A) unit cells differ by 25% in u and v lattice
directions. Right: Si (x3) and Ag (x4) supercells have no lattice
mismatch.
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TABLE 1. Details of the supercells used in the three sets of
calculations in this paper. In all cases the number of cells in the
u vector direction by the number of cells in the v vector direction of
the surface direction are given.

Interface Ag (u x v) Si (u x v) Mismatch (u,v)
Potential Derivation

Ag(111)/Si(111) 4 x4 3x3 0.3%, 0.3%

Ag(110)/Si(110) 4 x4 3x3 0.3%, 0.3%

Ag(100)/Si(100) 3x3 2x2 11.5%, 11.5%

Ag(110)/Si(100) 3x1 4 x1 4.3%,6.1%
Potential Validation

Ag(110)/Si(110) 4 x4 3x3 0.3%, 0.3%

Ag(110)/Si(110) 4 x4 3x2 0.3%, 6.1%
Electronic Structure

Ag(110)/Si(110) 4 x4 3x3 0.3%, 0.3%

Ag(111)/Si(111) 4 x4 3x3 0.3%, 0.3%

C. Interatomic potentials

In this section we define the potential models which we have
developed for the simulation on the Si/Ag interface. For Ag we
have used an EAM, which has been successfully employed for
modeling Ag previously.*® For Si we used the Tersoff potential
model** which has also been widely used for the modeling of
Si and unlike the EAM can account for bond directionality as
a result of the electronic structure of Si. For the interaction
between the Si and Ag we again used a Tersof-type potential
with additional constraints applied.

The Tersoff potential®* is based on a simple pair potential
approach. However, the attractive part of the pair potential
is modified by a term which depends upon the chemical
environment of the atom, thus effectively taking into account
changes in bond hybridization. The interaction [U(r;;)] is
calculated as

U(rij) = fe(riplUfr(rij) — vij fa(rip)], (D
where fr(r;;) and f4(r;;) are repulsive and attractive terms,
respectively, f.(r;;) is a smooth cutoff function, and y;; is the
bond-order term, which accounts for the local environment.
The attractive and repulsive terms are calculated using expo-
nential functions, based on the interatomic separation 7;; and
four parameters A;;,a;;, B;j,bij:

—ajjrij — —bijri
fr(rij) = Ajje "0, fa(rij) = Bije” 7", ()
The cutoff function ensures a smooth decay of the interaction
and is based on two cutoff values R;; and S;;:

1 if rij < R,‘j,

J-R;1
ferip) =13+ COS[”S,/,TR,;] it Ry <rij < S,

0 if rij > S,‘ je
3
The bond-order term depends on the angle formed between
the two atoms and any third atom within the cutoff range

8(0;jx), the cutoff function, two atomic parameters §; and 7;,
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and two additional biatomic parameters y;; and w;;:

=]
vij = i (14 B 5) ™ @
with
Gij = Z Jerinwixg(6:jr), 5)
ki)

the 6 function being defined by three further atomic parame-
ters,

2 o2

C:
91” =1 + - = : ' 6
8(0ijx) d?  d? + (hj — cost;ji)? ©

Furthermore, mixing parameters are defined for interactions
between different atomic types, using the standard mixing
rules:*?

aij = (a; +a;)/2, bij = (bi+bj)/2, o
Aij=/AiA;, Bij=BB,
R, =/RiR;, Sij=./SS,. ®)
The biatomic parameters defining the bond order are
xi =1, Xij = Xji»
wi =1, wj=wj. ®

In order to ensure that the mixing rules are obeyed but that
the Ag atoms do not interact through the Tersoff potential,
we introduce a number of constraints to the parameters used
for the Si-Ag potential. By setting na, = % and fa, =0, we
ensure that ya, = 1. This means that by stipulating Ay = Bag
and aag = ba, during the parameter fitting process we make
sure that UAgAg(rij) =0, Vrij.

In addition to the Tersoff potential interaction between the
Siand Ag, we include a short-range electron density term from
the Si in the EAM for Ag.

III. RESULTS AND DISCUSSION

A. Experimental characterization

Figure 2 shows images from TEM investigations of the con-
tacting interface region of the solar cells prepared according to
the experimental techniques section, in which the crystalline
silicon (c-Si) surface was textured along the (111) planes
prior to Ag deposition. In this image the dark contrast area
highlighted is an Ag crystallite embedded in the c-Si (to the
right) and an amorphous layer (to the left). Such a situation is
typical of Ag crystallites in solar cells. It should be noted that,
in general, the fraction of c-Si where Ag crystallite contacts
exist in industrial solar cells is only ~10%, the majority of the
c-Si being in contact with a glass matrix. 374344

The diffraction pattern inset shows the alignment of the
crystals. It reveals that the two structures are aligned along
their (110) planes. Also, the diffraction spots are perfectly in
line, demonstrating that the crystals are aligned to within the
accuracy of the TEM. In addition the diffraction pattern shows
that the cells are in a 3 to 4 ratio, which is what would be
expected as this ratio gives almost perfectly matching lattice
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FIG. 2. (Color online) Bright-field TEM image and diffraction
pattern of a Ag crystallite (dark contrast area) embedded in the c-Si
matrix (area to the right).

parameters to minimize surface strain and corresponds to near-
perfect epitaxial growth.

Similarly Fig. 3 shows an Ag crystallite; this time the
c-Si had a polished (100) surface. The Ag is once again
perfectly aligned with the c-Si; however on this occasion it
is the (111) faces which are in contact with one another.
The crystal orientation was determined from the diffraction
pattern (inset), which again shows almost perfect alignment
within the accuracy of the TEM, in a ratio of 3 to 4. These
orientations are typical of the orientations found in industrial
solar cells,* depending on the surface of the Si onto which
the Ag is printed. On c-Si (100) surfaces the Ag crystallites
typically grow in four-sided pyramids with (111)/(111) Si/Ag

FIG. 3. (Color online) High-resolution TEM image of a Ag
crystallite (triangular feature) embedded in the c-Si matrix (area to
the right). The inset shows the Fourier transform of the Ag crystallite
plus Si matrix.
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interfaces; on c-Si which is textured to reveal the (111) surface,
three-sided pyramids with a combination of (110)/(110) and
(111)/(111) interfaces are typically found.*>*6

B. Fitting the new potential

Due to the scarcity of experimental data available for
fitting the Si-Ag interface potential, we have optimized the
parameters to reproduce the results of ab initio simulations.
These include the bond length and binding energy of the SiAg
dimer, the geometry obtained after replacing a Ag atom in
the unit cell by a Si atom, and geometry optimizing, as well
as the geometries and work of separation (wsp) calculated
forthe Si(111)//Ag(111), Si(110)//Ag(110), Si(100)//Ag(100),
and Si(100)//Ag(110) interfaces. It should be pointed out that
for Si/Ag interface calculations the models employed were
not chosen as representative of the physical reality, but rather
as references for forces acting between the species. Thus the
systems were calculated as stacks of Si and Ag with no vacuum
gap employed, so that each unit cell has two interfaces. The
work of separation is calculated as*’

Eagsi — (Eag + Esi)
Wsep = A s

in which Ejgs; is the relaxed energy of the system with
both slabs present, Eag, Es; are the energies of the individual
unrelaxed slabs, A is the interfacial area, and the factor of 2
accounts for the presence of 2 interfaces in our model systems.

In addition we have slightly altered the parameters of the
Ag EAM?® in order to reproduce the energy vs volume results
from DFT calculations. This was done as we use the results of
the potential-based calculations to derive structures for DFT
simulations of the electronic properties of the Si-Ag interface.

The Tersoff parameters derived for Ag are given in Table II,
as are the EAM parameters which have been modified.

To test the validity of the new potential we have compared
to experimental data for the structure of the Ag(001) interface
with the 2 x I reconstructed Si(001) surface, the Ag(011)
interface with the 2 x 1 reconstructed Si(001) surface,*¥*°
and recent HREM values for the d spacing of the 111
planes at the Ag(111)//Si(111) interface.>®> We also com-
pare to higher level theoretical calculations, DFT structures
of the Ag(110)//Si(110) interface and the Ag(100)//Si(110)
interface (calculated with thicker slabs than used when
deriving the potential; see numerical details section), as well as

(10)

TABLE II. Potential parameters derived in this work. Tersoff
parameters are as in Eqgs. (1)-(7) and EAM parameters are as in
Ref. 36.

Tersoff EAM

A (eV) 99.93 o 7.689628
a(A™") 1.016 Feq (B) 2.959130
B (eV) 99.93

b (A 1.016

RA) 4.50

S(A) 4.51

B 0

n 0.5
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TABLE III. Comparison of the optimized geometrical properties
of SiAg clusters and interfaces calculated using the new potential
and those observed experimentally and calculated from DFT. All
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TABLE IV. Interatomic separations of Si to Ag and Si (Ag) to
first Si (Ag) back layer in A.

distances are in A and angles are in degrees. Interface Si-Ag Si-Si Ag-Ag
Observable Theory Experiment New Potential 111 2.69 235 2.89
110 2.65 2.36 2.87

Ag(001)/Si(001) (2 x 1)

Ag(s)-Ag(s) 2.89* 2.93
Ag(s)-Ag(b)3 4.09* 4.07
Ag(011)/Si(001) (2 x 1)

Ag(s)-Ag(s) 2.89° 2.89
Ag(s)-Ag(s) II 4.09° 4.09
Ag(s)-Ag(b)2 2.80° 2.88
Ag(110)/Si(110)

Ag-Si 2.66 2.75
LAg-Si-Ag1 52.39 53.92
LAg-Si-Ag Il 120.93 119.45
Ag(100)/Si(110)

Ag-Si 2.72 2.73
LAg-Si-Ag1 52.18 55.91
LAg-Si-Ag 11 88.06 89.66
AgSi separations

Ag-Sip 2.63¢ 2.71
AgSi; 2.56° 2.57
AgSiy Cy, 2.64¢ 2.69
AgSiy C, 2.75¢ 2.80
AgSis Cy, 2.65¢ 2.65
111 interplanar d spacings

Ag 2.584 2.40
Si 3.43¢ 3.30

4Reference 48.
bReference 49.
‘Reference 50.
dReference 33.

structural details of theoretically calculated AgSi, structures
taken from the literature.”® The comparisons are presented in
Table II1.

All of our calculated cluster bond lengths are within
5% of the DFT values,’® although our potential was based
primarily on condensed state data. Of more interest are the
comparisons to interface structures. The relaxation of the
surfaces in contact with one another can be characterized by
the interatomic distances at the surface as well as the interlayer
distances of the surface to bulk layer atoms. These values are
available experimentally for Ag surfaces in contact with the
reconstructed Si(001) (2 x 1) surface. In all cases the values
which we calculate are within 3% of the experimental values.
When comparing to the DFT structures of the more realistic
interface models we find the interatomic separations obtained
from the potential model to be within 5% of the ab initio results
and generally good agreement for bond angles (see Table III).
Finally we also compare to recent HREM results for d spacings
at the Si/Ag interface in a crystalline Si solar cell;** we find
that our values are within 0.2 A of the experimental values,
which is within the spatial resolution of the HREM method.

C. Interface structure

We now investigate the geometry and electronic structure
of the two interfaces which have been identified by TEM. The
initial step is to use the potential derived in the previous section
to generate a starting geometry for the DFT calculations.
The starting geometries are generated using the Materials
Studio®' package. The systems are then set up as described
in the numerical calculations section. Using the potential we
can investigate a number of important factors for setting
up the DFT calculations. First we can establish a starting
configuration which can be expected to give the lowest energy
configuration. This is achieved in a two-step process, by
varying the slab separation, followed by the x and y Cartesian
coordinates of the Ag slab and relaxing the resultant geometry
to find the lowest energy minimum. This required 150 separate

110 Interface

111 Interface

m—

FIG. 4. Charge distribution in the [100] cross section at the
110//110 (upper) and 111//111 (lower) Si/Ag interfaces. Charge
density contours from 0.001 to 0.281 a.u.~3 are shown.
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geometry optimizations, which would be extremely time
consuming using DFT methods. Second, we can investigate
how far beyond the interface the geometrical rearrangements
are manifested. This allows us to choose the smallest possible
slabs for the DFT calculation, thus improving efficiency.
In the case of both interfaces it was found that significant
reorganization of the atomic positions compared to the ideal
crystal positions (> 0.1 A) occurred only within the first 5 A
either side of the interface.

As presented in Table IV, the interatomic distance between
the Si and Ag surface atoms is slightly smaller in the 110//110
interface. In the case of the 111//111 interface there is very little
distortion of the surface layer to back layer distances on either
side of the interface, with both Si-Si and Ag-Ag bonds being
within 0.01 A of the ideal crystal values. In the 110//110 case,
the Si-Si bond between the surface and back layer is slightly
stretched relative to the perfect crystal, while the Ag-Ag bond
is slightly compressed. The striking feature, however, is how
little the bond lengths differ between the two interfaces. This
minor difference masks a significant difference between the
electronic structures of the two interfaces as we shall now
show.

D. Electronic structure

Figure 4 shows the charge distribution calculated for the
interfacial structures. The 111//111 interface shows little major
change in the charge density at the surface compared to the bulk
layers on either side. There is also very little apparent covalent-
type bonding between the Si and the Ag. This interface has
bonding which is rather metallic in nature, with a broad charge
distribution.

In contrast to this, the 110//110 interface shows substantial
charge density interactions across the interface. The Si-Ag
atoms are forming a quasi-covalent bond. The reason for the
major difference in the charge distributions is, we believe,
due to the bonding environments at the different interfaces. At
the 111//111 interface the surface Si atoms are back-bonded

<110>

|
Z axis position

<111>

Average Charge Density

|
 axis position

FIG. 5. Averaged, normalized charge densities along the 001 axis
of the 110//110 (top) and 111//111 (bottom) interfaces. The positions
of the atomic layers are indicated by a point.
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110/110 111/A11

O O O¢g¢o
‘o POP

—
f=3
o

Az=150A

FIG. 6. (Color online) Interface geometries of the 111//111 and
110//110 Si/Ag interfaces, showing interlayer spacing along the 001
axis.

to three fully coordinated Si atoms. Thus their electronic
environment is similar to that in the bulk crystal. In the
110//110 interface, however, the surface Si atoms are bonded
to only one fully coordinated Si and two other interface Si
atoms, perhaps resulting in bonds being formed to Ag. These
differences in atomic structure affect the electronic profile
of these interfaces which in turn can have a marked effect
on their macroscopic electrical properties as we shall now
explore.

Figure 5 shows the valence charge densities averaged in
the (001) plane plotted along the (001) axis in both interfaces.
Again this plot makes apparent the difference in electronic
structure of the two interfaces. The reason for the more
pronounced oscillations in the 111//111 charge density (Fig. 5)
is that the interlayer spacing along the (001) axis is greater in
this structure (Fig. 6). Returning to Fig. 5, at the 110//110
interface there is a marked decrease in the Ag charge density
at the surface layer. There is also a very slight increase in the
charge density at the Si surface layer. This shows an obvious
charge transfer of valence electrons from Ag to Si at this
interface. The 111//111 interface shows no such changes at the
interface with the densities on either side being the same as
their bulk values. These analyses reflect the bonding situations
revealed in Fig. 4.

Figure 7 shows the averaged projected density of states
(PDOS) for the layers of each Si slab closest to the Si/Ag
interface. It should be noted that the sharper features in the
(111) interface PDOS are most likely due to the fact that there
are fewer Si atoms in each layer. While the interlayer spacing
in the 110//110 interface is constant, in the 111//111 interface
we have split each Si layer in the 111//111 (depicted in Fig. 6)
structure into bilayers, according to their distance from the
interface along the (001) axis, for the PDOS plot.

One of the most important features of the PDOS plots is the
existence of states within the band gap at the surface layer Si
atoms. These are the metal-induced gap states (MIGS).”® The
MIGS-charge neutrality level (MIGS-CNL) model,’” in which
the CNL is the energy level to which the band structure is
filled in the neutral system, insists that the presence of these
states seriously affects the Schottky barrier at an interface.
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FIG. 7. Averaged projected density of states of the Si atoms in each layer moving away from the Si/Ag interface from the top down. The

supercell Fermi level is set to zero.

As can be seen in the PDOS plots the MIGS in the 111//111
system decay much more rapidly away from the interface than
those in the 110//110 system. In the 111//111 system the states
are almost completely absent in the second layer of Si atoms,
which is less than 1 A farther from the interface than the first
layer. In contrast the 110//110 still displays some MIGS in
the second layer of Si atoms which are 1.95 A farther from
the interface than the surface layer. We believe that the reason
for the deeper MIGS in the 110//110 system is the presence
of electron density transferred from the Ag layer in the Si
layer. As shown in Fig. 5 this is more prevalent in the 110//110
interface.

E. Schottky barrier height

A p-type Schottky barrier height (SBH) can be obtained
from a supercell calculation as the difference between the
Fermi level of the supercell and the valence-band top (VBT)
of the bulk semiconductor region.'>!® From this the n-type
SBH can easily be obtained as the semiconductor band gap
minus the p-type SBH. Of course in these calculations there
are no band-bending effects, due to the absence of dopant
and temperature effects. However such calculations provide
insight into SBHs in the ideal limit and are useful for the
comparison of different interfaces. While MIGS and classic
Schottky theories insist that the SBH is a property only of the
bulk materials on either side of the interface, it has been shown
both theoretically and experimentally that the SBH can vary
greatly depending on the local interface structure.'3-'3

Since, as can be seen in Fig. 7, the PDOSs of the Si away
from the interface still display some disorder, particularly
close to the VBT, we determine the VBT by fitting the
valence band bottom (VBB) of bulk Si to that of the interface
system and taking the VBT from the bulk DOS, as has been
done previously.'>!® The n-type SBH is then calculated by
subtracting the p-type SBH from the Si band gap. In this case
we use the experimental band gap, as generalized gradient

approximation methods (such as the PBE functional used in
this work) often seriously underestimate band gaps. The SBHs
thus calculated are presented in Table V.

The SBHs for the two interfaces show a significant
difference of 0.25 eV. We propose that this difference arises
from the different bonding structures at the two interfaces. In
the 110//110 interface there is a higher degree of covalency
between the Si and Ag atoms (Fig. 4). This, in turn, results in a
transfer of some electron density from Ag and Si (Fig. 5) to the
interfacial region. This charge transfer means that the surface
Si sites in the 110//110 system have a slightly less negative
charge compared to those in the 111//111 interface.

Within a classical macroscopic model the negative charge
in the semiconductor screened by its dielectric constant
is neutralized by a positive charge induced in the metal
layer.!® Thus a dipole is established across the interface.
This dipole results in the raising of the electrostatic potential
of the semiconductor with respect to the metal. Due to the
dependence of the SBH on the potential difference between
the metal and semiconductor, %1713 this results in an decreased
SBH at the interface. This dipole in the 110//110 interface is
lowered compared to that in the 111//111 interface, due to
charge transfer; thus the p-type SBH is higher in the 110//110
interface.

TABLE V. Schottky barrier heights (¢) for the Si/Ag 110//110
and 111//111 systems as calculated from supercell simulations.

®p Pn
Interface Calc. Expt. Calc. Expt.
110//110 0.55 0.57 0.55
111/111 0.30 0.80 0.74%

#Reference 52.
bReference 53.
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IV. SUMMARY

We have presented a new potential for the interaction
between silicon and silver based on the Tersoff functional
form. The model has been parametrized to fit ab initio data
and validated against both ab initio and experimental data. We
have then used this potential to investigate the geometry of two
Si/Ag interfaces which we have identified, by means of TEM,
in industrially produced solar cells.

The geometries which we have obtained from the potential-
based calculations have served as input for ab initio calcula-
tions of the electronic structure of the interfaces. We have
calculated SBHs in good agreement with experimental values,
showing that the p-type SBH for the 111//111 Si/Ag interface
is significantly lower than that of the 110//110 interface. This
reinforces the idea that the SBH is dependent not only on the
bulk properties of the materials involved in an interface, but
also on the local structure at the interface.

Using the calculated electronic structure we have attempted
to rationalize the difference in SBH at the two interfaces. We
propose that the presence of covalent bonding at the 110//110
interface results in a charge transfer into the interfacial region,
leading to a reduction in the dipole across the interface caused
by the negative charge on surface layer Si, which induces an
image charge in the Ag. As this dipole results in the lowering
of the p-SBH ¢,, the reduction of the dipole can explain the
higher value of ¢, at the 110//110 interface.

We believe that in light of these results, future production of
solar cells would benefit from being tailored to form 110//110

PHYSICAL REVIEW B 83, 235307 (2011)

Si/Ag contacts to transport charge generated in n-type Si, in
order to reduce contact resistance. A small contact resistance
is particularly desirable in the n-type Si/Ag contact, due to the
fact that this contact is normally formed on the front side of the
solar cell, meaning that it is desirable to have as small a layer of
metal contact as possible, to allow maximum light penetration
into the cell. Thus, a low contact resistance between Si and
Ag is one of the primary concerns when producing solar
cells to ensure good performance of the solar cell despite a
small metal/semiconductor contact area. It should be noted,
however, that the barriers calculated here are local barriers for
Si/Ag contacts. The values do not give a global resistance for
the entire cell. While the values give an indication of which
interfaces are best for current transport, the incorporation of
the calculated barriers into macroscopic models of the full
device will be necessary to fully appreciate the implications
of the results.
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