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Flowing damage in ion-implanted amorphous silicon
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Using molecular-dynamics simulations, we have studied the creation and evolution of damage in crystalline and
amorphous silicon following the implantation of energetic keV ions. A method is proposed to identify anomalous
atoms based on a weighted combination of local, atomic-scale properties, which applies to both Si phases. For
crystalline Si, the passage of the ions causes compact amorphous regions to form, while no evidence for melting
is observed. The relaxation of the amorphouslike regions proceeds initially by the rapid recrystallization of
smaller clusters and isolated atoms, followed by a long period of steplike changes in the number of defects due
to spontaneous annealing of damage pockets at the crystalline-amorphous interface. In amorphous Si, the initial
stage of damage annealing (which lasts a few picoseconds) resembles closely that observed in crystalline Si; on
larger time scales, however, the damage is found to “percolate,” or flow, through the system, inducing damage
away from the collision cascade, thus causing an overall “derelaxation” of the material.
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I. INTRODUCTION

Ion implantation produces complex damage structures in
semiconductors. In monocrystaline silicon (c-Si), accumulated
damage is responsible for such phenomena as enhanced
diffusion of dopants, eventually taking the material to a new
phase, viz., amorphous silicon (a-Si). Many experiments, as
well as molecular-dynamics (MD) simulations, have shown
that, for the most part, the structures resulting from keV ion
impacts in c-Si consist of metastable defect clusters referred
to as “amorphous pockets.”1–5 The situation—the damage
resulting from ion impacts—would be expected to be very
different in a-Si given the difference of the initial structures
but, interestingly, temperature annealing leads to similar
calorimetric signals in both implanted materials.6,7 Indeed,
a-Si shares with c-Si a number of physical characteristics,
namely, an averaged atomic coordination close to 4, an
averaged bond angle close to the ideal tetrahedral value, and a
similar nearest-neighbor distance.8 It is therefore tempting to
compare the structural evolution in both phases of the material,
namely, by examining the annealing of the damage that follows
implantation. However, implantation damage cannot be easily
identified in a-Si, either experimentally or from computer
models. We aim in this work at comparing the evolution of
damage in the two systems, and this requires removing, at least
partially, the difficulties inherent to the definition of damage
in computer-simulated a-Si.

In models of c-Si, Diaz de la Rubia and Gilmer5 have shown
that the amorphous pockets anneal in a stepwise manner,
often involving tens of atoms at the surface of the pockets.
They also found that the structure of the cascade regions
forming along the path of the energetic ions is similar to
that of liquid silicon (coordination number ∼6.5) for about
2 ps after implantation, after which it quickly restructures
into a-Si (coordination number ∼4.3). Similar results have
been obtained by Santos et al.9 for 1 keV ion-implanted c-Si
targets; they found that while 25% of the damage are point
defects, 75% belong to a-Si clusters varying in size from
a few atoms to more than 50. Likewise, Caturla et al.,10

using criteria based on energy and bond-angle variations,11

observed the formation of structures resembling a-Si which
recrystallize in a stepwise way and which appear to be char-
acteristic of the evolution of these pockets. Such a behavior,
observed by microscopy experiments,12 was presumed to be
responsible for the broad features of the heat release curve
in nanocalorimetry experiments.7 A similar behavior was
observed in ion-implanted a-Si but with a larger heat release,
suggesting that the annealing mechanisms are similar in a-Si
and c-Si but that the structure surrounding the damage clusters
plays an important role in damage formation and annealing
dynamics.7

In order to assess more closely a possible correspondence
with c-Si, it is necessary to be able to follow the evolution
of implantation damage in a-Si. Various approaches have
been proposed to identify defects in this material. Among
others, using tight-binding MD simulations, Urli et al. have
observed a strong correlation between charge and volume
for point defects, i.e., vacancies and interstitials.13 Also, Kim
et al. have shown using an ab initio approach that vacancies
can be stable for up to 10 ps at room temperature, for any
defect concentration.14 Thus, in principle, it appears to be
possible to locate point defects with some precision in a-Si and
follow their evolution. These methods are, however, based on
computational approaches which are much too demanding for
the large systems required here to accommodate the extensive
damage resulting from energetic-ion implantation cascades.

In the present work, we propose a method for locating
implantation damage in MD-simulated amorphous materials
using much faster empirical potentials. The idea is to identify
“anomalous atoms” by determining how far their properties lie
from the average (or “normal”) characteristics of the material.
Evidently, the method also applies to crystalline materials,
where anomalous atoms should be found at locations close to
topological defects, which are easy to identify. By applying it
to both a-Si and c-Si, we are able to characterize the evolution
of the implantation damage in the two materials following the
ion impacts. The results are remarkable: while the behaviors of
the two materials are very similar in the early stages of damage
production and evolution, very significant differences appear
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on longer time scales (over a picosecond or so). While c-Si
relaxes in a stepwise manner, as mentioned above, a-Si anneals
smoothly; the damage is found to “percolate,” or flow, through
the system, causing an overall “derelaxation”: damage spreads
away from the collision cascade, a larger number of atoms
being affected than in the early stage of damage production
but each closer to the ideal amorphous state so that the total
energy decreases, i.e., the system effectively relaxes. Before
presenting our results, we first discuss the computational
framework we have used; the tools for analyzing the simulated
samples, and in particular the damage following implantation,
are discussed in Sec. III.

II. COMPUTATIONAL DETAILS

A. MD simulations and models

We model the interactions between atoms using the
Stillinger-Weber (SW) potential,15 properly modified with the
two-body Ziegler-Biersack-Littmark potential16,17 to account
for short-range interactions that occur upon the passage
of energetic ions. The SW potential has demonstrated its
relevance in describing various configurational properties of
silicon in the crystalline phase as well as in the amorphous
and liquid phases.5,10 This potential is “classical” in the sense
that electrons are not explicitly taken into account but, rather,
included in an effective way in the potential.

Details of the simulated systems are as follows: the models
on which most of our calculations were performed contained
101 568 (c-Si) and 100 000 (a-Si) atoms, respectively, with
corresponding dimensions of 124.9 × 124.9 × 130.3 Å3 and
(124.9 Å)3; the model for a-Si was kindly provided by
Mousseau.18–20 In order to mimic an infinite slab of material,
periodic boundary conditions were imposed in the x and
y directions, which are parallel to the surface. We also used
a variable time step based on the most energetic atom in
order to speed up the simulations after most of the energy
brought into the system by the implanted ion has dissipated
in the bulk; the time step was thus varied between 0.01 and
1 fs. Before implantation, each target was carefully relaxed
at room temperature (300 K). For reference, we present in
Table I the structural properties of the two duly relaxed models.
The coordination number for a-Si slightly exceeds 4, but this
is a well-known limitation of the SW potential;18,21–23 this
should be of little consequence since we will be comparing
states of the system before and after implantation, so that
systematic errors largely cancel out. The calculations were

carried out using the programs groF, a multipurpose MD code
developed by one of the authors (L.J.L.), as well as LAMMPS,
an open-source classical MD code.24

B. Implantation

In order to simulate the implantation process, Si atoms were
placed just above the topmost z plane of each target and given
an initial kinetic energy of 3 keV directed toward the surface;
the azimuthal angle—the angle between the normal to the
surface and the direction of incidence—was varied between
5◦ and 136◦ so as to reduce the probability of channeling,
evidently quite large in the crystalline targets. The (x,y)
positions of the incident atoms were chosen to be in the
center of the targets in order to avoid boundary effects. Up
to twenty different simulations in c-Si and ten in a-Si, using
different target sizes and implantation angles, were carried out
for comparison purposes. To minimize possible interferences
between the periodic images of the supercells, as well as
artifacts from the finite thickness of the slabs, the outermost 5 Å
layer of each side of the simulation box (except the top surface
on which the ion impinges) was used as a 300 K Langevin
heat bath,25 thus releasing the excess energy deposited in the
material. Thermal equilibrium is achieved on a time scale of
about 1 ps.

III. RESULTS

In order to assess the importance and the extent of damage
in a-Si following the passage of energetic ions, it is important
to compare to a well-defined reference—here c-Si—in which
defects can be easily located. Indeed, the identification of
defects in a-Si is a difficult problem since the disorder
manifests itself on all length scales.13 The tools that are
normally employed in the case of c-Si, largely based on
the analysis of such local properties as potential energy and
bond-angle variations on specific atoms,5,10,11 are therefore not
a priori suitable for the amorphous material. As discussed in
Sec. III B, we found that the best method applicable to a-Si
involved a combination of several properties, viz., potential
energy, bond-angle distribution, and the coordination number
combined to the radial distribution function (RDF), that can be
compared to their crystalline counterparts. In the next section,
we discuss the identification and evolution of damage in a
crystalline target using a “conventional” topological approach;
this will serve as reference for benchmarking our method,
presented in the subsequent section.

TABLE I. Structural properties of the relaxed models (300 K).

Property c-Si a-Si

Coordination number 4.0 4.149
Nearest-neighbor distance (Å) 2.35 2.37
Position of first minimum (RDF) (Å) 2.93 2.93
Equilibrium energy (eV) −4.2947 −4.0674
Average bond angle (deg) 109.39 107.72
Standard deviation of bond-angle distribution (deg) 3.25 16.51
Average Voronoı̈ volume (Å3) 20.068 20.23
Density (g/cm3) 2.324 2.305
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(a1) 0.24 ps (b1) 0.24 ps (c1) 0.19 ps

(a2) 0.9 ps (b2) 0.9 ps (c2) 0.85 ps

(a3) 2.44 ps (b3) 2.44 ps (c3) 2.36 ps

(a4) 170 ps (b4) 170 ps (c4) 170 ps

FIG. 1. (Color online) Distribution of defects in c-Si (left and center columns) and a-Si (right column) at times indicated. Only defective
atoms are shown, as identified using the topological method (left column for c-Si) or the probability-function method (center column for c-Si,
right column for a-Si). Atoms colored in purple (darker) are those that will return to a normal state within the following few time steps.

235206-3



POTHIER, SCHIETTEKATTE, AND LEWIS PHYSICAL REVIEW B 83, 235206 (2011)

A. Crystalline target

In the crystalline material, defects can be identified using
a simple topological method which determines whether the
structure near a given atom is in a diamondlike environment
or not; this is done by verifying the coordination number and
analyzing the geometry of the six-atom rings surrounding the
atoms.26,27 On average (based on 20 different “experiments”),
a 3 keV Si ion yields about 500 defects distributed in clusters
ranging in size from 10 to 200 atoms, an example of which
is presented in Fig. 1(a). These results are similar to those
obtained by Diaz de la Rubia and Gilmer5 and Caturla et al.10

In order to get some indication of the structural character
of the damaged regions, we analyzed the clusters of defects in
terms of temperature, density, and coordination number, and
examined their evolution in time; for statistical significance,
we consider here only clusters containing more than ten
defects. The density of the clusters rises rapidly to about
2.34 g/cm3, the coordination number increases to an average of
5.2 and equilibrates back to 4.8 (vs 4 in the perfect crystal)
on a time scale of about 1 ps, and the temperature, ∼3500 K
0.2 ps after implantation, drops to ∼1000 K at t = 1 ps as the
system relaxes. These structural properties do not correspond
precisely to those for the amorphous phase (cf. Table I) but, in
contrast to earlier results where higher implant energies were
considered,5 are certainly far from the corresponding values
for the liquid phase of Si, which has a coordination number
in the range 5.8–7 (Refs. 28,29) and density ∼2.57 g/cm3. In
fact, the RDF and the bond-angle distribution suggest that the
structure of the clusters is akin to that of a compact a-Si phase;
indeed, after a few more picoseconds, the coordination number
drops to about 4.4 and the density to about 2.296 g/cm3, quite
similar to the values for bulk a-Si.

We now discuss the recrystallization process, qualitatively
illustrated in the left column of Fig. 1 and quantitatively
in Fig. 2. Figure 1(a1) shows the state of the system at
t = 0.24 ps, corresponding to the maximum in the thermal
energy transfer; at this time, the number of defects amounts to
about 350, grouped in just a few clusters. Owing to collisions
between hot atoms and the rest of the target, the number

 0

 100

 200

 300

 400

 500

 600

 0.1  1  10  100  1000

N
um

be
r 

of
 a

to
m

s

Time (ps)

0.24 ps

0.90 ps

2.4 ps

170 ps

FIG. 2. (Color online) Total number of defects vs time (logarith-
mic scale) in the crystalline target. The arrows point to the different
configurations presented in Fig. 1.

of defects increases further, reaching a maximum of about
500 at t = 0.9 ps (cf. Fig. 2); it then starts to decrease,
i.e., recrystallization processes overcome defect generation.
Figure 1(a2) shows one such recrystallization process: atoms
colored in purple are those defects that will vanish within the
following 0.1 ps—these atoms return to the perfect crystalline
state. This has been observed in many instances (not shown);
the atoms involved are mostly lone defects scattered around in
the crystalline structure. The recystallization process continues
until most defects belong to larger clusters.

Further relaxation, occurring over much longer time scales,
proceeds along another route—through the recrystallization of
parts of, or whole, clusters. This is clearly shown in Fig. 2,
where the number of defects varies discontinuously, in a
stepwise fashion. An example of this is presented in Fig. 1(a3):
the purple-colored atoms—56 in total, that is, 11% of the
initial number—will recrystallize within the following 0.6 ps.
This is the first “large-scale” recrystallization event, and most
recrystallization events afterward are of this type: Fig. 1(a4)
shows another such event at a much larger time, 168 ps. The 20
purple-colored atoms proceed from an average coordination of
4.5 before recrystallization to exactly 4 after. Overall, Fig. 2
shows that the number of defects drops by 50% in 1 ns.

As can be gathered from the above discussion, the de-
crease in the number of defects slows down with time as
mostly defects with higher activation energies remain: because
recrystallization processes are activated, there is progres-
sively less thermal energy available for jumping over the
energy barriers leading to the crystalline state. The defective
regions that remain, we find, possess a distorted amorphous
structure: they are trapped in a local, amorphouslike state,
but because they are small, the surrounding crystalline matrix
influences their structural and energy properties.

B. Amorphous target

The fact that recrystallization events in implanted c-Si
usually involve an unpredictable number of atoms, along with
the fact that the activation of these events depends on the details
of the interface of the damaged region with the crystalline
matrix, implies that there should be little or no correlation
between the activation energies of such events and the amount
of heat released.30–32 This is the reason for the broad character
of the heat release observed in calorimetric measurements.7

Since a similar behavior is observed in ion-implanted a-Si,
Karmouch et al. suggested that the annealing mechanisms in
the two materials are similar.

As discussed earlier, the identification of defects in a-Si
is much more problematic than in c-Si because disorder is
everywhere and the topological criteria used above are bound
to fail. Nevertheless, in order to get some insight into the initial
distribution of implantation damage, some simple analysis can
be attempted. For instance, we show in Fig. 3 the distribution
of atoms, following the passage of an energetic ion, whose
potential energy exceeds −3.25 eV, that is, about 0.8 eV above
the equilibrium a-Si energy (cf. Table I). This particular value,
which has no special meaning, was chosen so as to maximize
the number of anomalous atoms belonging to clusters while
minimizing the number of lone anomalous atoms—here less
than 2%, corresponding approximately to the value found
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FIG. 3. (Color online) Distribution of atoms whose potential
energy exceeds −3.25 eV in the a-Si target at t = 0.2 ps. The black
line indicates the trajectory of the implanted ion.

in the reference crystalline material [Fig. 1(a)]. In fact, the
number of atoms above this threshold potential energy is
approximately the same as in c-Si (and their distributions in
space are similar) so that meaningful comparisons between the
two systems can be effected.

This approach however is not robust: the atoms rapidly
(within a few picoseconds) fall back into the normal distribu-
tion of potential energies in a-Si, characterized by a (large)
standard deviation of about 0.15 eV. Likewise, the usual local
structural properties (coordination number, Voronoı̈ volume,
nearest-neighbor distances) do not provide the desired criterion
by themselves. In fact, it was demonstrated recently, based on
a quantum mechanical description of the structure of pure
a-Si, that point defects could be precisely identified from
cross-correlations between atomic volume and charge.13 We
thus expect that a proper combination of topological features
would provide the desired characterization. In the remainder
of this section, we demonstrate that this is indeed the case.

The approach we propose consists in constructing, for
each of several topological properties available from the
simulations, say x, a “continuous probability” function

P (x) = 1 − 1/(1 + e(x−x0)/σ0 ), (1)

where x0 and σ0 are property-dependent adjustable parameters.
P (x) provides an estimate of how anomalous an atom is (in
terms of the particular property x), i.e., how far it is from the
relaxed amorphous state, that is, the state defined by averaging
over a well-equilibrated, damage-free a-Si structure (prepared
with the same potential energy function). Thus, a probability
of 1 means that the atom is “absolutely anomalous” and a
probability of 0 means that it is in a “perfect amorphous
state” as defined by the properties listed in Table I. The
P (x)’s from several physical properties can be combined into
a single probability which can then be compared to a reference
criterion. In order to provide a solid basis for comparison, this
analysis is carried out for both a-Si and c-Si.

The probability functions we considered, which we chose
to be Fermi-like, are detailed in the Appendix. For the
potential energy and the bond-angle distributions, the method
is straightforward: the value of the property for each atom may
simply be compared to the corresponding system-averaged
property; this is illustrated in Fig. 4 for the bond angle.
Two other properties—the radial distribution function and the
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FIG. 4. (Color online) Bond-angle distributions (dots) and prob-
ability functions (lines) for both c-Si (blue) and a-Si (red).

coordination number—were combined into a continuous func-
tion; this is discussed in detail in the following section. Note
that, because the local properties may fluctuate significantly
and rapidly, even in the relaxed amorphous state, much more
stable results are obtained by averaging over a few snapshots;
we found that averaging over three to six snapshots (up to 0.2
ps) ensures stable results.

1. Coordination number

The coordination number for a particular atom is a discrete
number so it is not naturally amenable to a continuous
description. That being said, the concept of coordination
number in disordered materials is somewhat ill defined: it
is usually taken as the average number of neighbors within
a certain distance from a given atom, normally the minimum
between the first- and second-nearest-neighbor peaks in the
RDF. Because there is a continuum of possible interatomic
distances, and because the identities of neighbors and the
corresponding distances change with time, this quantity cannot
be defined in an absolute manner; thus bonds can be normal
(r = r0, the equilibrium bond distance, 2.37 Å here), tight
(r < r0), or loose (r > r0). Recognizing this state of affairs,
we may define a distance-dependent, continuous coordination
(CC) number for atom i as follows:

Ci = ek(N−Cp)2
∑

j

e−(rij −r0), (2)

where k is a weight factor, N is the discrete coordination
number of atom i (equal to the number of atoms at distance less
than the position of the first minimum of the RDF, 2.93 Å–see
Table I), and Cp is the coordination number of the ideal system
(be it c- or a-Si), viz., having perfect fourfold coordination;
the sum over j runs, in principle, over all other atoms in the
system, but in practice only those neighbors at a distance close
to r0 are considered. The prefactor serves as a weight factor
which increases the effective coordination number if the atom
has too many or too few neighbors. The second factor is a
continuous distance-dependent contribution that decreases as
neighbors get further away. Thus, in a perfect environment
where all (four) neighbors are at distance r0, Ci = 4, exactly.
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The distributions of the individual (atomic) values of Ci

for our two systems are displayed in Fig. 5. For c-Si, the Ci’s
are sharply peaked around 4, while the distribution is much
broader for a-Si. The probability functions for the occurrence
of anomalous atoms, P (Ci), will thus rapidly approach unity
as Ci deviates from its normal value.

2. Atom-specific probabilities

Because of the inherent disorder in a-Si and the cor-
responding variations in values of the local properties of
the system, we can improve the accuracy of the anomalous
atom identification method by defining and referring to atom-
specific probability functions. To this end, we first calculated
the equilibrium average and standard deviation (over ∼1 ns) of
the potential energy and continuous coordination number for
each individual atom in the relaxed target. The atom-specific
probability functions can then be built; if the properties of
a given atom fall beyond a certain “individual” threshold
following the passage of the ion, this atom is declared to be
suspect—i.e., has potentially been seriously affected by the
ion—and is flagged. The flagged atoms, and only those, are
then filtered through the probability function defined earlier
using the bulk, or “collective,” threshold. This procedure
ensures that only atoms having been excited, directly or
indirectly, by the energetic ion are considered. Indeed, it filters
out atoms that may have been in some local minimum of
the amorphous state before implantation and that may have
moved away from the minimum over time without having
been induced into an anomalous state as a result of the
collision process: because the relaxed state of a-Si is inherently
disordered, an atom can be different from the average bulk state
and still be normal.

3. Comparison of identification methods for c-Si

An overall probability can be obtained by summing,
for each atom of interest, the individual property-specific
probabilities. The probability thresholds for declaring an atom
to be anomalous are evidently not defined a priori and
must be chosen with care, an inherent complication of the
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method. One strategy is to refer to a well-defined method in
a simple system—the obvious choice here is to compare the
two identification methods for c-Si. Additionally, empirical
or heuristic arguments may be invoked. In particular, there
should be only a few anomalous atoms in the target before
implantation, or in regions so far away that they cannot have
been affected by the implantation.

We thus first consider the crystalline target, for which
we used a combination of individual threshold = 0.4 and
collective threshold = 0.168, yielding no damage before im-
plantation, no randomly appearing, isolated, anomalous atoms
after implantation, and most importantly, the same amount
of persistent anomalous atoms as of persistent topological
defects. The variation of the number of defects with time is
presented in Fig. 6 for the two methods. At long times, the
proportion of damage in the two approaches is similar (∼300
atoms), suggesting that they are in qualitative agreement
when the implanted energy has dissipated in the target. More
quantitatively, above 1 ps, 40%–50% of the anomalous atoms
actually correspond to topological defects while another 35%
have a defect as one of their first neighbors; this is shown by the
blue and purple areas in Fig. 6. Hence, in this second regime,
which corresponds to the persistent damage regime observed
earlier using the topological method, more than 75% of the
anomalous atoms correspond to sites strongly influenced by
the presence of a topological defect.

Thus, our method is capable of successfully identifying
atoms that are in an anomalous state, resulting most of the time
from their peculiar local environment. In the persistent regime,
the probability is not dominated by a single component: all
components (potential energy, CC, bond angle) contribute
about equally to the total probability. Recrystallization pro-
ceeds by steps, as can be seen in the inset to Fig. 6. A
visual inspection of the state of the system confirms that the
method also reveals the stepwise nature of the recrystallization
process—cf. Figs. 1(b3) and 1(b4). Conversely, in the early
regime of damage production (below 1 ps), the probabilistic
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approach appears to be significantly more sensitive to damage
than the topological approach, yielding a much better contrast
with the long-time, permanent damage regime. Very early in
the damage-production process, i.e., immediately following
implantation, a large number (>1400) of atoms become
anomalous. These decay rapidly—60% return to a normal state
(that is, below threshold) in ∼4 ps. The higher sensitivity of
the probability method during the early regime results from the
fact that, in this regime, many atoms are being displaced from
their equilibrium position and passing above threshold, thus
becoming anomalous. However, they are not yet sufficiently
displaced to be removed from their six-member rings, and
hence are not flagged as defects by the topological method.
This is also visible in the probability components: in this early
regime, the total probability is completely dominated by the
potential energy component. By design, the probability method
is therefore more sensitive to the detailed displacement of the
atoms than the topological method. In fact, we could choose
threshold values so as to include all topological defects, but
this would greatly increase the initial amount of anomalous
atoms without significantly affecting the comparison between
the two systems, as we will discuss below.

4. Probability method applied to a-Si

We now proceed with a corresponding analysis, using the
probability method, for the a-Si target. As mentioned earlier,
this is delicate because of the natural variations in the values
of the topological properties of the system. Even though the
collective and individual probabilities self-adjust to the wider
range of properties, the main challenge is to properly define
the threshold values since we do not dispose of a closely
comparable reference in a-Si—this is really the heart of the
matter. Some simple arguments can, however, be invoked.
First, while we do not know if the persistent structural damage
should be the same in a-Si and c-Si, it can safely be anticipated
that the initial damage should look alike in the two phases
because, at high energy, the details of the structure are not
expected to be very important. (One exception could be the
occurrence of replacement collisions in the crystal, but the
probability of such process is very small and thus not a relevant
factor in our comparisons.) Second, one would ideally wish
the ratio of anomalous atoms in the late and early stages to
be optimal, i.e., to maximize the sensitivity. Actually, while
the absolute numbers do vary somewhat, the overall picture
appears to be relatively insensitive to the specific values of
the thresholds: this is illustrated in Fig. 7 where we plot the
number of anomalous atoms vs time for different combinations
of individual and collective thresholds. The overall behavior of
initial damage in all cases resembles that observed in c-Si: the
rapid production and subsequent relaxation of a large number
of anomalous atoms (within about 2.5 ps), followed by a
distribution of persistent damage. In practice, we found that the
combination of an individual threshold = 0.7 and a collective
threshold = 0.002 was adequate, reproducing properly the
high-energy regime of target damage while yielding relatively
few anomalous atoms before implantation (viz., ∼100). The
differences with the threshold values for the crystal (0.4 and
0.168, respectively) reflect the degrees of order of the two
systems: in the crystal, the local minimum of each atom is
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FIG. 7. (Color online) Number of anomalous atoms as a function
of time in the a-Si target using various individual and collective
thresholds.

very precisely defined (i.e., the distribution is narrow) so that
any small disturbance yields anomalous atoms if the collective
threshold is not sufficiently large. As a final note on this issue,
the thresholds must be seen as a tool for pinpointing atoms
that are not in their normal state, and identifying regions that
have been damaged.

We analyze now the restructuring processes that take place
in the first stage of damage production and relaxation, as
summarized in Fig. 7. The number of anomalous atoms reaches
a maximum at about 0.22–0.26 ps, and this is followed by
a rapid descent that seems to level off at t ∼ 2.5 ps, at the
onset of a persistent regime and at which point the number
of anomalous atoms begins to increase rather than level off
or decrease, as is the case in c-Si (full black line in Fig. 7).
This very significant difference will be discussed shortly. The
right column of Fig. 1 presents a sequence of snapshots for
this system, at different points in the simulation, indicated by
arrows in Fig. 7.

Figure 7 shows that the initial damage inflicted to the
a-Si target by the energetic ions is, as expected, very similar
to that seen in c-Si: defects are primarily concentrated in
clusters along the ion’s trajectory and relaxation (between
0.26 and ∼1.5 ps) proceeds by single-atom annealing events.
However, just as there were fewer cluster annealing events in
the probability approach vs the topological approach in the
case of c-Si, Figs. 1(c2) and 1(c3) reveal that cluster annealing
is essentially absent in a-Si.

The behavior of the persistent damage regime in the
two materials is thus inherently different in at least three
ways: First, setting equal the short-time behavior of the two
phases, the absolute amount of damage appears to be larger
in a-Si than in c-Si; this is related to the fact that a-Si
has a larger mixing property than c-Si, as demonstrated by
Nordlund and Averback,33 and hence more atoms are bound
to be affected by the implantation process. This result is also
consistent with nanocalorimetry observation of a higher heat
release during the annealing of implanted a-Si compared to
polycrystalline Si.7 Second, the amount of persistent damage
increases in a-Si while it decreases in c-Si. Third, a-Si
shows no (or very little) sign of the presence of stepwise
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restructuring events (see the inset to Fig. 6), which we
have seen correspond to the spontaneous recrystallization of
several neighboring anomalous atoms at the surface of clusters.
Instead, it can be appreciated from Figs. 1(c1)–1(c4), as well
as several other configurations we have examined, that, in a-Si,
(i) long-term annihilation occurs at random locations as
does early annealing and (ii) the damage that was initially
concentrated in clusters flows into the rest of the material.
For example, in Fig. 1(c4), we find that the anomalous atoms
are much more dispersed than in the crystalline phase, and that
their number has increased significantly in the regions between
the initial clusters.

The increase in the number of anomalous atoms in the
persistent damage regime must not be interpreted as an
increase in the number of defects. It is, rather, a consequence
of the long-term flowing and redistribution of the implantation
damage: as time passes, the structure evolves from a situation
where few atoms satisfy the probability criteria by a relatively
large gap to a situation where more atoms satisfy the criteria
but with values closer to the threshold. Overall, and in spite
of the fact that the number of anomalous atoms increases, the
total energy of the system decreases; and of course, at very long
times—beyond the scope of our simulations—the number of
anomalous atoms would eventually decrease. We have also
verified that this effect was not an artifact of our method by
simulating the same system without implantation: no random
anomalous atom generation was observed on the same time
scale.

Thus, rather than annealing by steps through cluster-
recrystallization events as is the case in c-Si, damage in a-Si
flows into the bulk of the material by virtue of a process
that is likely related to heat diffusion. The increasing number
of anomalous atoms conveys the fact that damage is slowly
spreading over all the degrees of freedom of the system. In both
Si phases, the complexity of the resulting structures translates
into a broad range of activation energies for the annealing
mechanisms, which itself results in a broad distribution
of heat release processes, as observed in nanocalorimetry
experiments7 but, in view of the present results, for different
reasons.

IV. CONCLUSION

Using MD simulations, we have studied the formation
and evolution of damage caused by keV ion implantation in
crystalline and amorphous silicon targets. The defect pockets
that result are found to be akin to a compact amorphous phase,
and are certainly not liquid. We have presented an approach,
based on probabilities for the properties of atoms to be
normal or anomalous, for identifying damage in the amorphous
material. In the crystal, more than 75% of such anomalous
atoms correspond to topological defects—themselves or one of
their first neighbors—during the reproduction of the persistent
damage regime.

Our study reveals that the initial, high-energy regimes
of the two systems behave in a similar manner. On longer
time scales, the persistent damage regimes behave differently.
In the case of c-Si, relaxation proceeds by the stepwise
recrystallization of portions of defect clusters at the interface
with the crystalline matrix. In a-Si, in contrast, the damage

caused by the energetic ions, initially compact, spreads out—
flows, or percolates—into the system, causing an overall
derelaxation. The increasing number of anomalous atoms
(notwithstanding the decrease of the total energy) indicates
that the damage spreads over all degrees of freedom of
the system—less severe damage but dispersed over a larger
portion of the material. Thus, while c-Si and a-Si have very
similar short-range configurations, the perturbation caused by
the implanted ion induces rather different effects owing to
the more “sensitive” nature of a-Si where a sort of damage
percolation is observed. Our calculations provide a simple
explanation for nanocalorimetry experiments7 which indicate
that, in both c-Si and a-Si, the heat released exhibits broad
features; the underlying physics is, however, different.

APPENDIX

We provide here some details of the probability functions
used in the present work. We first need to adjust the parameters
x0 and σ0 in Eq. (1), which requires that two points of the
function be fixed. As an example, we consider the distribution
of angles shown in Fig. 4; the standard deviation σ for
this property is given in Table I. The two constraints we
impose determine the sensitivity of the function. For the
angle and the CC, we set P (σ ) ∼ 0 for the first point and
P (4σ ) = 1/e for the second, this last point being just out
of the distribution tail on both sides. The energy distribution
is much broader than other properties so we set P (2σ ) ∼ 0.
Furthermore, since we are analyzing three properties, an atom
at P (4σ ) for all properties in the distribution will have a
Ptot = 3/e ∼ 1, thus being 100% anomalous. We give below,
for illustration purposes, the set of functions used for the c-Si
target, viz., for (local) continuous coordination C, angle θ , and
energy E:

PCC(C) = 2 − 1/(1 + e−(C−3.3)/0.07) − 1/(1 + e−(C−4.7)/−0.07),

Pangle(θ ) = 2 − 1/(1 + e−(θ−95.2)/1.6) − 1/(1+ e−(θ−123.6)/−1.6),

Penergy(E) = 1 − 1/(1 + e−(E+7.5)/−0.14).

The probability functions are similar for a-Si; however, the
parameters are system specific and thus need to be calculated
for each different target; hence an exhaustive list cannot be
provided.
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