
PHYSICAL REVIEW B 83, 224522 (2011)

Low-field vortex patterns in the multiband BaFe2−xNixAs2 superconductor (x = 0.1, 0.16)
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The distribution of vortices at low magnetic fields in single crystals of multiband BaFe2−xNixAs2 (x = 0.1
and x = 0.16) superconductors is studied by Bitter decoration. Highly inhomogeneous vortex patterns, including
vortex stripes and vortex clusters, are observed. The origin of these inhomogeneous vortex arrays is likely to be
due to strong flux pinning, as suggested by magnetization measurements performed at high fields. Alternative
possible scenarios, such as type-1.5 superconductivity due to multiband effect, are also discussed.
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I. INTRODUCTION

The arrangements of vortices in type-II superconductors
are very closely linked to fundamental properties of the
superconducting state. For instance, the triangular Abrikosov
lattice can be transformed into a lower symmetry lattice
reflecting the shape of the Fermi surface,1,2 the symmetry of
the superconducting gap,3 or the crystal anisotropy.4 Arguably
one of the most sensitive parameters determining the vortex
distribution is the pinning landscape where small variations in
the material properties (such as critical temperature, mean free
path, off-stoichiometry, etc.) may cause profound distortions
to the ideal lattice. Thus, vortices can agglomerate to form
clusters of individual flux quantum units nearby pinning
centers, can even coalesce into giant vortices for relatively
large pinning sites, or form patterns reproducing the underlying
pinning landscape such as correlated planar defects or artificial
pinning centers.

Interestingly, it has been shown that even in the complete
absence of pinning, unusual vortex structures such as clusters
and stripes can also emerge from competing vortex-vortex
interactions, i.e., when the interaction does not have a
monotonous dependence on the intervortex distance. This
is, for example, the case for vortices in an anisotropic
superconductor tilted away from the principal symmetry axes,
where an attractive interaction results from the change of sign
of the component parallel to the vortex direction of the field
generated by a vortex line.5 A similar field reversal in the
magnetic field distribution of an isolated vortex results from
the nonlocal relationship between supercurrents and vector
potential in clean low-k materials.6 It has been shown that this
effect also leads to an attractive vortex-vortex interaction. Yet
another example has been recently proposed7 for the case of
two-component superconductors where two weakly coupled
order parameters, each of which belong to a different type of
superconductivity, coexisting in the same material, which is
coined as type-1.5 superconductivity (type-1.5 SC).8–10

The fact that particular static pinning landscapes or the
interplay of competing long-range attractive and short-range
repulsive vortex-vortex interaction can both lead to vortex
clustering makes it difficult to conclude, based solely on vortex
images, which of the two scenarios is applicable or whether
both phenomena are present simultaneously.

In this work we focus on the vortex pattern formation in
the recently discovered iron-pnictide materials where vortex
clustering is clearly visible in a broad range of magnetic fields.
We show that unusual vortex distributions appear in optimally
doped and overdoped BaFe2−xNixAs2 (BaNix) (x = 0.1 and
x = 0.16, respectively) single crystals at low applied fields
(Ha � 10 Oe). We found that the distribution of vortices is
highly inhomogeneous in both samples, at any field within the
explored field range. The most striking observations are the
stripe-like vortex patterns, similar to those observed in MgB2.
However, through magnetization measurements we infer that
these samples lie in the strong pinning limit, unlike MgB2

studied in Ref. 8. We discuss the possible mechanisms of
the stripe-like vortex patterns in terms of different sources of
pinning and contrast it with the scenario of unconventional
vortex-vortex interaction arising from multiband effects. This
report broadens considerably previous studies of the vortex
lattice patterns in pnictide superconductors mainly conducted
on 122 series Ba1−xKxFe2As2 or BaFe2−xCoxAs2 single crys-
tals by decoration,11 neutron diffraction,12 scanning tunneling
microscopy,13 and magnetic force microscopy.14

II. EXPERIMENTAL

Single crystals of BaNix (nominally x = 0.1 and x =
0.16) superconductors were grown by a self-flux method as
described elsewhere.15 Similar samples from the same group
have been previously used in other experiments.16–18 The
chemical compositions of the samples were confirmed by
energy-dispersive x-ray spectrometry (EDX).19 The onset of
the superconducting transition temperature is 20.5 K for x =
0.1 and 11.5 K for x = 0.16, with transition widths below
1.0 K as determined from magnetic susceptibility measured
at 10 Oe in a commercial Physical Properties Measurement
System (PPMS-6000) by Quantum Design. Field-dependent
magnetization measurements were carried out in Magnetic
Properties Measurement System (MPMS-XL) by Quantum
Design with maximum field up to 6 T. For Bitter decoration
experiments, crystals were freshly cleaved along the planes,
which are perpendicular to the c-axis to acquire shiny and clean
surfaces. The samples were then cooled down to 4.2 K with a
magnetic field applied perpendicular to the cleaved surfaces.
Iron particles were evaporated within a few seconds and
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deposited onto the sample surface under a suitable pressure of a
helium atmosphere. An approximate 2 K temperature gradient
may be present during the evaporation. The NbSe2 single
crystals with Tc = 7.2 K and transition width <0.1 K were
always used as reference samples to control the quality of the
decoration. To visualize the locations of iron particle islands
that indicate the positions of the vortices, scanning electron
microscopy (SEM-JSM-5600) was used. In the investigation
of the vortex structure in the same sample at different magnetic
fields, the previously decorated thin surface layer was removed
by cleaving it with adhesive scotch tape, thus, exposing a new
clean surface of the crystal, which can be reused.

III. RESULTS AND DISCUSSION

For all investigated fields, Ha � 10 Oe, the positions of
the superconducting vortices in NbSe2 single crystals are
well resolved. Due to the low pinning and type-II behavior,
slightly distorted triangular lattices are mainly observed in
NbSe2 single crystals. In contrast to that, the vortices are
not always clearly resolved in BaNix single crystals, which is
possibly due to the larger penetration depth of the iron-pnictide
superconductors (∼300 nm)14 and the degradable surface
quality because of oxidization. Furthermore, we observed no
triangular lattices but very inhomogeneous vortex distribution
in BaFe2−xNixAs2 single crystals in all the explored fields.

A. Optimally doped BaNi0.1

Figure 1 shows typical Bitter decoration images at Ha =
1 Oe obtained on (a) BaNi0.1 and (b) NbSe2 single crys-
tals decorated simultaneously. Contrary to the conventional
homogeneous triangular vortex pattern in NbSe2, a very
inhomogeneous vortex distribution is observed on BaNi0.1

single crystal, somewhat similar to the vortex pattern observed
previously in MgB2.

8 A Delaunay-triangulation (i.e., lines
connecting first neighbors) of the vortex structure is shown in
Figs. 1(c) and 1(d). The vertices of each triangle represent the
locations of the vortices. From these plots, it is easy to identify
the vortex-sparse areas like those marked in light gray and the
vortex-dense areas marked in dark gray in BaNi0.1 in contrast
to the uniform vortex distribution in NbSe2. Through the
triangulation, we calculated the distribution of first-neighbor
distance of vortices, Pa [displayed in Figs. 1(e) and 1(f)] in
order to characterize the inhomogeneity of the vortex patterns.
As one can see, the vortex distribution in NbSe2 follows a
Gaussian form with a standard deviation of 2 μm similar to
the value obtained in a previous report.8 In contrast to that, the
vortex distribution in BaNi0.1 is considerably broader with a
standard deviation of 3.6 μm.

Figure 2 shows the vortex patterns of BaNi0.1 at Ha = 5 Oe.
We found that at this field, two different types of vortex patterns
develop. In most areas of the sample [shown in Fig. 2(a)],
vortices agglomerate to form clusters, which are separated by
vortex voids, whereas in some smaller regions of the sample
[shown in Fig. 2(b)], vortex chains and vortex voids are formed
similarly to the stripe-like vortex patterns observed in MgB2.
However, through the data collected from several pieces of
the decorated sample, we estimate that these regions with
stripe-like vortex patterns occupy approximately 5% of the
whole decorated sample surface and are distributed randomly.

Figure 2(c) shows a zoom-in of the area enclosed by the dashed
line in Fig. 2(b).

At a higher field Ha = 10 Oe, the vortex distribution
remains highly inhomogeneous, as shown in Fig. 3, which
is consistent with previous reports.11 This is in contrast to
the case of MgB2, which at Ha � 10 Oe, the homogeneous
vortex patterns are recovered corresponding to a regular
Abrikosov lattice.8 At this field, we still observe the two
characteristic vortex patterns, clusters and stripes, very much
like the patterns observed at Ha = 5 Oe. The fraction of
the areas taken by those stripe-like vortex patterns remains
∼5%. However, we cannot confirm that the stripe-like pat-
terns are in the same positions as those observed in Ha =
5 Oe only by Bitter decoration. Compared to the direct visualiz-
ing techniques, such as Hall probe, magnetic force microscopy,
etc., Bitter decoration is not an in situ technique. Due to the
different topography of the sample surface after each cleaving,
it is nearly impossible to locate exactly the same position of
the sample surface in SEM in two different decorations.

In order to reveal whether the observed flux distribution
is caused by a highly inhomogeneous pinning landscape, we
measured magnetization hysteresis loops on a crystal with
dimensions of 3.35 × 1.5 × 0.25 mm3 with the field applied
along the c-axis. Figure 4(a) summarizes these measurements
carried out for several temperatures. Here, a second magneti-
zation peak is clearly visible. The observation of this second
peak, which is rather broad, was also reported in previous
publications.20–22 This peak is usually considered to be a sign
of the transition between the elastic and the plastic vortex
pinning regimes. Based on the Bean critical state model,23 the
critical current density can be estimated from the width, �M,
of the magnetization loops, by using the equation,

Jc = 20�M/w(1 − w/3l),

where w and l are the width and the length of the sample,
respectively. The resulting critical current density versus field
is plotted in Fig. 4(b). The critical current Jc at 4.2 K and
low fields (close to the conditions used for decoration) is as
high as 4 × 105 A/cm2 and after a sharp decrease at low
fields, it remains nearly field independent only following the
smooth modulation due to the presence of a broad second
magnetization peak. By plotting Jc as a function of reduced
temperature T/Tc for different applied fields [see Fig. 4(b)],
a clear scaling can be seen at low temperatures. This is
an indication that the same pinning regime persists for all
these fields. This allows us to link the two experimental
methods: Bitter decorations at low fields and magnetizations
measurements at high fields.

B. overdoped BaNi0.16

Bitter decoration experiments show that the vortex distri-
bution in BaNi0.16 single crystals at all investigated fields is
also inhomogeneous. The main differences with the results
obtained for the optimally doped sample appear in the vortex
patterns at Ha = 5 Oe and 10 Oe (see Fig. 5). Although vortices
still form disordered clusters and chains, similar to the patterns
from most regions of the optimally doped sample, we can find
stripe-like vortex patterns only in relatively small randomly
distributed areas, which are marked by the solid white frames
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FIG. 1. Bitter decoration images at Ha = 1 Oe of (a) BaNi0.1, (b) NbSe2. The scale bars in the images correspond to 10 μm. Panels (c)
and (d) show Delaunay triangulation: vertices of the triangle indicate the position of the vortices. Light-gray and dark-gray areas represent the
vortex-sparse and vortex-dense areas, respectively. Panels (e) and (f) show the distribution of first-neighbor distance of vortices, Pa.

in Fig. 5. The percentage of the area taken by these stripe-like
vortex patterns is difficult to evaluate, because the stripes
can be a very small size in some areas, and challenging to
clearly identify. Complementary information on the pinning
strength in BaNi0.16 single crystals has been obtained by
carrying out magnetization measurements (the dimensions of
the crystal: 2.25 × 1.2 × 0.2 mm3), as displayed in Fig. 6.
Compared with the optimally doped sample, the smaller Jc

values and their faster decrease with both increasing field and
temperature demonstrate that the pinning in the overdoped
sample is weaker. It is worth noting that this reduction in the
critical current does not arise from the drop in Tc. Indeed, the
critical transition temperature of the overdoped sample is about
half of that of the optimally doped sample, at T = 0.2Tc, the

critical current value of the overdoped sample is only one-fifth
of the optimally doped sample. The weaker pinning in the
overdoped sample has also been seen in a previous report.20

Nevertheless, compared with MgB2 single crystals, in which
the weak bulk pinning is indicated by the dominant reversible
magnetization,24 the pinning strength in BaNix single crystals
is considerably stronger.

There are several possibilities to explain the vortex clusters
and vortex stripes we have observed in BaNix single crystals.
First, within the strong pinning scenario, the possible corre-
lated pinning sites can be caused by twin boundaries or induced
by local fluctuations of the doping concentration.

Naturally, the parallel stripes and their almost 90◦ crossing
in optimally doped samples resemble the effect of the twin
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FIG. 2. Images of representative vortex structure obtained by
Bitter decoration at Ha = 5 Oe of BaNi0.1 single crystals. (a) Most
regions of the sample exhibit clustering of vortices. (b) About 5% of
the total area of the sample shows stripe patterns. (c) Zoom-in of the
area enclosed by the dashed line in (b).

boundaries. Twin boundaries are known as one type of the
correlated pinning centers in cuprates25,26 and RNi2B2C27,28

(R = Er, Ho) layered compounds. It is also reported that twin
boundaries exist in undoped and underdoped pnictide single
crystals29 but are absent in optimally doped and overdoped
samples.30 However, as reported by Prozorov et al.,31 a maze
of fine intersecting domain boundaries can appear in the
sample from underdoped up to an almost optimal doping

FIG. 3. Typical Bitter decoration vortex pattern derived for
BaNi0.1 single crystals at Ha = 10 Oe. Upper image: from most
regions of the sample; lower image: from some small regions of
the sample.

level and could eventually lead to a substantial intrinsic
pinning. Those interwoven structures may still develop in some
small regions of the optimally doped samples because of the
slight local fluctuation of the doping concentration. Vortices
are pinned by these interwoven domain boundaries, and
therefore the stripe-like vortex patterns can appear. Because
the size of these structures is small and may develop at
very low temperature, for instance, even below Tc, it is not
easy to detect their existence using bulk techniques. Neither
the temperature-dependent resistivity nor the magnetization
measurement shows any structural or magnetic transition.
Nevertheless, exploiting the low-temperature local probe of
structural analysis tools such as tunneling electron microscopy
(TEM) and x-ray diffraction (XRD), etc., could confirm or
exclude the existence of local twin domains. The origin of
clustered vortex patterns may be due to the smaller size of
domain structures and/or the spatial variation of Tc, which
could be also introduced, for example, by nonuniform Ni-
doping distribution.

Due to the local fluctuations in the doping concentration,
the optimally doped sample may still have small interwoven
twin boundaries in some local areas. In the overdoped pnictide
superconducting sample, the absence of twin boundaries was
confirmed by previous reports.30 However the local fluctuation
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FIG. 4. Optimally doped sample BaNi0.1: (a) Magnetic hysteresis
loops M versus H at different temperatures. (b) Critical currents Jc

versus H derived from the M-H loops based on the Bean critical state
model. Inset of (b) shows the temperature dependence of Jc. At low
temperatures, Jc(T) at different fields shows the same slow decaying
rate with the increasing temperature (indicated by the dashed line).

of the Ni-doping level can induce the highly inhomogeneous
spatial distribution of superfluid.32 We performed EDX anal-
ysis of the local composition on both optimally doped and
overdoped BaNix single crystals. The detection in a random
area (∼100 μm2) gives only 2.5% and 2.9% of the deviation
in the Ni concentration from the averaged value in optimally
doped and overdoped samples, respectively, which is close
to other reports.33,34 However, the spot detection carried out
with the separation of a few microns, which corresponds to
the spatial scale of the observed vortex inhomogeneity, shows
that the content of Ni doping in some local regions presents
more pronounced deviations with a maximum value up to 5%
and 7%, respectively. This heavily nonuniform distribution of
local doping could induce not only the highly inhomogeneous
spatial distribution of superfluid but also strain in the atomic
lattice, which may cause local magnetic reordering in the
deformed Fe/Ni sublattice.35

However, within the strong pinning scenario, the fact that
we observed no obvious stripe-like vortex pattern at Ha = 1 Oe
seems to be a contradiction. The possible reason is that at

FIG. 5. Bitter decoration patterns in overdoped BaNi0.16. Upper
image: Ha = 5 Oe; lower image: Ha = 10 Oe. The stripe-like vortices
are encircled by the solid lines.

Ha = 1 Oe, the expected separation between free vortices
(∼4.6 μm) is approximately equal to the separation between
the stripe-like pinning centers (∼5 μm) we observed at
Ha � 5 Oe. In this case, the stripe-like vortex patterns should
be difficult to resolve.

As we already pointed out in the introduction, the similar
vortex distribution at low fields obtained by Bitter decoration
on BaNix and MgB2, suggests that unconventional vortex-
vortex interactions due to multiband effects could be also
responsible for the inhomogeneous vortex patterns.

The large ratio between the penetration depth (∼300
nm) and the coherence length (∼3 nm)13,14 indicates that
the iron-pnictide superconductors could be extreme type-II
superconductors. This seems to rule out the possibility of
anomalous intervortex interactions due to type-1.5 behavior
in iron pnictides. However, recent theoretical works36,37

have shown the possibility of occurrence of competing
long-range attractive and short-range repulsive interactions
in a superconductor, which, with respect to most properties,
should be an extreme type-II. According to those calculations,
in a general two-band superconductor, if only one band is
initially superconducting while superconductivity in the other
band is induced by Josephson proximity effect from the active
band, the so-called type-1.5 SC behavior will be still possible
within some realistic ranges of parameters. For instance, in
Ref. 33 a nonmonotonic vortex interaction has been reported
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FIG. 6. Overdoped sample BaNi0.16: (a) Magnetic hysteresis
loops M versus H at different temperatures. (b) Critical currents Jc

versus H derived from the M-H loops based on the Bean critical
state model. Inset of (b) shows the temperature dependence of Jc.
Compared with the optimally doped sample BaNi0.1, Jc decays fast
with the increasing temperature and field.

in a regime in which the dominant component has κ = 8 and
an attractive interaction comes from a weak but long-range
perturbation due to a coupling to a passive component. The
minimum in the interaction occurs in that case at distances
much larger than the London penetration depth.

One of the important factors in these calculations is that
the interband Josephson coupling should be weak. However,
there is no reliable, up-to-date information about the interband

coupling strength in pnictide superconductors, although sev-
eral arguments were given38,39 that the interband coupling in
pnictides is much stronger than that in MgB2. On the other
hand, more recent works by Carlstrom et al.37,40 suggest
that the fact, that Josephson coupling is strong and bands
are passive, does not preclude the possibility of the type-1.5
SC regime. In this case there are just more complicated
asymptotics of the tail of the order parameter. Due to the lack
of sufficient experimental insight into the parameters of iron-
pnictides superconductors, it is difficult to discern whether
only pinning forces determine the observed inhomogeneous
flux patterns in pnictides.

IV. CONCLUSIONS

We have performed Bitter decoration on multiband pnictide
superconductors BaFe2−xNixAs2 (x = 0.1 and x = 0.16) single
crystals and obtained very inhomogeneous vortex patterns at
low fields (Ha � 10 Oe). The most intriguing features are
the stripe-like vortex patterns in both samples. Large-scale
stripe-like vortex patterns are observed in optimally doped
BaNi0.1 single crystals, while small-size vortex stripes are
observed in overdoped BaNi0.16 single crystals. The most
plausible mechanism for these stripes could be the presence
of strong pinning centers, although other possibilities such
as type-1.5 SC due to the multiband effect have also been
discussed. Within the strong pinning scenario, for optimally
doped samples, the stripe-like pinning centers could be arising
from the intertwined magnetic domain boundaries induced
by the local fluctuation in the Ni-doping concentration. For
overdoped samples, the stripe-like pinning centers could be
formed by the highly inhomogeneous superfluid distribution or
the local magnetic reordering of the deformed Fe/Ni sublattice,
which could be induced by the heavily local deviation in the
Ni concentration. To unambiguously determine the origin of
those strong pinning sources, structural analysis utilizing high
resolution techniques like TEM and XRD at low temperatures
should be performed. On the other hand, to elucidate the
intrinsic two-band effects on the vortex behavior in the
pnictide superconductors, further experiments on crystals with
considerably weaker pinning are needed.
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