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Fano resonance in electron transport through single dopant atoms
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2Volovox, LLC, Minnesota 55425, Minneapolis, USA
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Antiresonances are observed in electron transport through a resonant dopant atom situated near a metal-
semiconductor interface in a Schottky barrier metal-oxide-semiconductor field-effect transistor. The lineshapes
do not significantly change in magnetic fields up to 5 T, but are modified by small dc bias voltages. We argue
that these effects are the result of quantum interference between two tunneling paths and can be explained in the
context of a Fano lineshape.
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Quantum interference has been a longstanding topic of
research in mesoscopic physics because it probes the wave
nature of electrons. While signatures of interference are
observed in the magnetoresistance of confined nanostructures,
giving rise to weak localization and universal conductance
fluctuations,1 even more intriguing are experiments in which
interference can be directly measured. The most typical ex-
ample is the Aharonov-Bohm ring, where electrons traversing
two different paths interfere as a perpendicular magnetic field
is varied.2 In this paper, we show that a localized dopant in a
semiconductor can act as an interferometer when two tunneling
paths result in quantum interference, also known as the Fano
effect.3

Unlike a discrete resonance in which the resulting char-
acteristics exhibit Lorentzian peaks, the Fano effect results
in a family of lineshapes depending on the phase difference
between the two paths. They have been experimentally
predicted and observed in a large variety of semiconductor
heterostructures4 and are of interest because the interfer-
ence can provide valuable information about the coherence
of the transport.5,6 The Fano effect has been widely in-
vestigated in microfabricated quantum dots in which the
design of the structure can serve as a playground for
experimentalists. Researchers have investigated geometries
in which the dot-lead coupling can be tuned,7,8 in which
an additional path has been included into the geometry9

and embedded a quantum dot into an Aharonov-Bohm
ring.10

Understanding the nature of quantum interference on
the scale of a single nano-object, however, can be quite
challenging. This topic is of great interest both theoretically11

and experimentally12–14 because observations can provide
additional information about the measured object and serve
as the basis of novel device concepts.15,16 In this paper, we
demonstrate quantum interference in the electrical transport
through dopant atoms in silicon. There has been a definitive
observation of Fano resonances between paths through two
As atoms in a nanosized Si field-effect transistor (FinFET).17

In the research considered here, we use micron size devices
to demonstrate a quantum interference effect on a much
smaller length scale, i.e., that approaching the Bohr radius
of the atoms and thus similar to the length scale in single
molecules.

I. EXPERIMENTAL DETAILS

We explore transport through dopant atoms located near
the metallic contact in a p-type Schottky barrier metal-oxide-
semiconductor field-effect transistor (SBMOSFET).18 These
devices have been widely researched in the past 15 years as an
alternative to traditional MOSFETs for nanoscaled devices,19

and a complementary metal-oxide-semiconductor (CMOS)
technology has recently been demonstrated.20 In the device,
shown schematically in Fig. 1, metallic silicide source and
drain electrodes are formed instead of the p-n junctions found
in conventional MOSFETs. The variable temperature mea-
surements indicate that, at low drain-source bias voltages Vds ,
the transport is dominated by tunneling through the depletion
region formed at the metal-semiconductor interface.21 At low
temperatures, resonant tunneling through individual atoms can
be observed when the gate bias brings the energy level of an
ionized dopant positioned close to the metal-semiconductor
interface into resonance with the Fermi level.18

The SBMOSFETs used in this work consist of an n-type
polysilicon gate, a p-doped substrate (5 × 1015 cm−3), a 34-Å
gate oxide, and 300-Å PtSi Schottky barriers.22 In previous
research, we explored the nature of transport through B
and Pt dopants.18,23,24 Measurements were performed using
standard ac lock-in techniques in a dilution refrigerator with
a base temperature of 50 mK. We apply magnetic fields up to
4.8 T in the plane parallel to the transport. We have observed
antiresonances in five different devices, but, in this paper,
we focus on one single device with dimensions of width and
length = 3 and 0.5 μm, respectively, in which 10 resonant
dips and 3 resonant peaks were observed.

II. RESULTS

Figure 2(a) shows differential conductance ∂Ids

∂Vds
as a

function of gate voltage |Vg | at Vds = 0 V and at an applied
magnetic field B = 2.7 and 4.7 T. Two resonant peaks and
8 resonant dips, labeled consecutively a–h, are seen here. At
larger magnetic fields, we observe that the peaks and dips
are shifted either towards (|Vg | > 0) or away from (|Vg | < 0)
the silicon valence band Ev , but that the lineshapes are not
significantly altered. Figure 2(b) shows a three-dimensional
plot of ∂Ids

∂Vds
as a function of B. In order to emphasize the

displacement of the lineshapes with magnetic field, we focus
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FIG. 1. (Color online) Schematic of the SBMOSFET (not drawn
to scale). The source and drain tunneling contacts consist of the
metal silicide PtSi. The gate is formed from a conventional metal-
oxide-semiconductor (MOS) capacitor. The substrate is lightly doped
(5 × 1015 cm−3) with boron. The device operates in accumulation and
transport is dominated by holes. The device dimensions used in this
paper are width/length = 3 μm/0.5 μm.

on a smaller |Vg | range that includes seven dips (dark lines) and
one resonance (bright white line). Near B = 0 T, ∂Ids

∂Vds
is strongly

suppressed due to the superconducting gap formed when
the PtSi electrodes become superconducting at temperatures
below 1 K.25 One observes only very small changes in the
conductivity as the magnetic field is changed from 0.5 to
4.7 T. It is striking that both the dip and the peak positions
exhibit either positive or negative monotonic displacements
with magnetic field. To explore the nature of this magnetic
field dependence, linear fits to the local maximum (peak) or
minimum (dips) position as a function of magnetic field are
plotted in dashed lines. The resultant slopes for each of the
resonances and antiresonances are shown in Table I. In order
to convert |Vg | (V) into energy (eV), we use α = 0.155 eV/V,
as discussed in previous research.24

To understand the nature of the lineshapes, Fig. 3 plots the
Vds dependence of the peak (a) and a representative dip (c)
at 4.7 T. We first note that the background conductance is
suppressed at small Vds due to the Altshuler-Aronov electron-
electron correction of the tunneling density of states.25 We
observe, however, that at Vds = 0 V, the resonant peak is
suppressed to a greater extent than the background. To
make this clearer, in Fig. 3(b), we scale several nonzero Vds

traces to the background conductance at Vds = 0 V, Vg =
−1.951 V. If the density of states correction simply increased
the resonant tunneling proportional to the background, we
expect that, for small Vds , the resonant peaks would overlap.
As |Vds | is increased, the resonance width should increase and
the peak height should diminish due to standard Fermi level
broadening. We do, indeed, observe that, at Vds > 0.2 mV,
the resonance is subject to the expected broadening; however,
between 0 V to 0.2 mV, the peak height and width both
increase.

Figure 3(c) explores the Vds dependence of the antireso-
nances. While at Vds = 0 V, the lineshape is mostly a dip
below the background current, as Vds is increased, the dip
turns into an asymmetric lineshape containing both a resonant
dip and peak. The most striking result is the reversal of
the lineshape for negative and positive Vds . To gain greater
insight, in Fig. 3(d), we plot the evolution of dip c, scaled as
in Fig. 3(b), by the background conductance at Vds = 0 and
Vg = −1.913 V. We observe that the lineshape changes from
a sharp dip to an asymmetric lineshape with a dip and a peak,
to finally something that is mostly a small resonant peak. We
note that the other dips show similar behavior in that, as Vds

is increased, they transform into an asymmetric lineshape and
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FIG. 2. (Color online) (a) Differential conductance ∂Ids

∂Vds
vs gate

voltage |Vg | at Vsd = 0 V and magnetic fields B = 2.7 and 4.7 T at
50 mK. There are eight antiresonances, labeled a–h, and two resonant
peaks. These lineshapes are shifted in energy (either to higher or
lower |Vg |) with B, attributed mostly to the Zeeman effect. Although
the magnitude of the differential conductance decreases slightly with
field, there is not a substantial change in the lineshape. The inset
shows a more detailed plot of dip e. (b) Three-dimensional plot of the
∂Ids

∂Vds
showing the displacement of the lineshapes in (a) as a function

of magnetic field. Here we use a small range of |Vg | for clarity.
The dotted lines are the linear fits obtained by extracting the local
minimum (maximum) near the lineshape and the resultant slopes are
reported in Table I.

then into either a very small resonant peak or disappear into
the background current.
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TABLE I. Slopes of the magnetic field dependence of the peak or
dip positions for the lineshapes observed in Fig. 2.

Lineshape Slope (μeV/T) Std. dev. (μeV/T)

a −96.4 2.39
b −111.8 1.49
c 48.8 1.44
d −162.3 5.91
e 62.3 0.41
Peak 1 −44.33 0.98
f 64.5 0.74
g 106.8 4.84
h −110.5 1.16
Peak 2 −55.5 0.98

III. DISCUSSION

We argue that the resonant dips are due to quantum
interference. This is a very surprising result: we are able to
probe coherent transport through a dopant atom in a device
with relatively large dimensions (3 μm width by 0.5 μm
length). Our attempts to explain this effect using other physical
phenomena have proved untenable. For instance, the resonant
dips can not be due to a thermoelectric effect because any such
effects are not observable in an ac measurement in which the
in-phase component with the same frequency as the excitation
is measured.26,27 These data can also not be explained by Pauli
spin blockade in which two impurities coupled together28,29

or a spin-polarized electrode30,31 could result in significant
current reduction. Such an effect would result in rectifying
behavior as a function of bias voltage direction. While we
do observe changes in the lineshape with bias direction, we
do not report a greater suppression of the resonance for one
particular polarity. To fully appreciate the experimental data
in the previous section, it is first necessary to understand the
nature of the resonant states and the shift in energy of the
lineshapes with magnetic field.

A. Origin of the resonances and antiresonances and magnetic
field dependence

In previous research, we have explored resonant peaks due
to Pt (Ref. 24) and/or B atoms18,23 that are present in the device.
We investigated the Zeeman effect as a function of magnetic
field and excited state spectroscopy with Vds . In Table I, we
recognize many of the slopes from this previous research.
Antiresonance d, for instance, shows a slope indicative of
a mj = 3/2 and g = 1.86 ± 0.07, consistent with boron
atoms.18,23 For the impurity shown in the inset of Figs. 3(c)
and 3(d) (dip c), the magnetic field dependence [Fig. 2(b)] is
−48.825 ± 1.44 μeV/T. Assuming a 1/2 spin, this results in
a g factor of 1.68 ± 0.05, which is within the experimental
accuracy of the 1.38 ± 0.43 g factor from previous research,24

and thus this dopant is likely to be a double donor of Pt. We
note that the slopes of dips a, b, g, and h and the two peaks
have previously been reported as related to Pt atoms.24 The
remaining dips (e and f) are likely due to boron atoms.

Compared with spectroscopy of small microfabricated
quantum dots,32,33 the charging energies of typical dopants
in silicon are large. Pt is known to have three charged states

located at approximately Ec −0.243 eV (single acceptor),
Ev + 0.330 eV (single donor), and Ev + 0.1 eV (double
donor), where Ex=c,v

is, respectively, the conduction or valence
band.34 Defects of Pt involving other atoms such as H and
O have similarly large charging energies between different
states.34 Researchers have investigated B in bulk samples using
piezo,35 electron paramagnetic resonance,36 and infrared37

spectroscopies to investigate the energy spectrum of the A0

(located 0.045 eV above Ev) and excited states (located
between 12–2 meV above Ev). To access the second bound
hole state A+, phonon spectroscopy has been used.38 This
state is very close to the valence band edge (2 meV) and thus
investigations are quite limited. Recent research has explored
the A+ state using transport spectroscopy of a δ-doped silicon
layer.39 We have previously investigated the ground state of
B dopants,18,23 but are not able to determine the ionization
energy using our experimental method. Another group has
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FIG. 3. (Color online) Changes in the lineshape at different Vsd

of a resonant peak (a) and (c) and dip c (b) and (d). In both (a)
and (c), the ∂Ids

∂Vds
of the Vds = 0 V curve is significantly suppressed

compared to higher bias. This suppression of the background current
is due to electron-electron interactions. In (b) and (d), the lineshapes
are scaled, respectively, by the ∂Ids

∂Vds
at Vds = 0 V, Vg = −1.951 V,

and Vds = 0 V , Vg = −1.913 V. However, as shown in (b) and (d),
the lineshapes do not scale in the same way as the background. All
curves are shown at 50 mK and at 4.7 T.
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investigated single40,41 and coupled acceptors42 in nanoscale
silicon-on-insulator (SOI) FET devices and found a much
smaller ionization energy (10 meV) than the bulk value. This
is likely due to the position of the dopant close to the SOI
interface.43 Other researchers who have investigated single
donors of small silicon SOI MOSFETs have found values
similar to the bulk,44 exceeding the bulk up to 2× (Ref. 43)
or less than the bulk down to 0.5×.45 We estimate that the
charging energy of individual dopants in silicon should be �
20 meV, which is at least an order of magnitude larger than the
charging energy of small microfabricated quantum dots.32,33

We thus see that the energy scale represented in Fig. 2, which is
∼14 meV, is small on the energy scale of the charging energies
of typical dopants in silicon. If the individual resonances and
antiresonances reported here are related to single atoms or a
single atom coupled to H or O, the different levels should,
therefore, not correspond to levels of the same dopant. There
are two other possibilities that we briefly consider: coupled
atoms and the creation of a small quantum dot based on a
cluster of dopants.

We can compute an average number of B atoms near the
metal-semiconductor interface (about 1.5 dopants for every
1 μm of device width) based on the device dimensions and
background doping. Such dopants are spread out randomly
over the entire micron size device width, and it can be
expected that most resonant boron atoms are uncoupled
with each other. However, Pt atoms present another problem
because the number of atoms that have diffused from the
metal-semiconductor interface can vary widely46 and TEM
observations show the occasional formation of Pt clusters.47

We thus consider the possibility that many Pt atoms could form
a multiatom cluster or a few-atom coupled state.

Forming a quantum dot from a cluster of dopants was
recently considered both experimentally and theoretically by
the Nottingham group.48,49 This research showed that the
deepest quantum well was created by about 10 randomly
placed Mn atoms in GaAs quantum wells confined in about
∼10 nm. Generation of quantum dot formed from a cluster
of atoms resulted in a very distinguishable Fock-Darwin-type
energy spectrum in magnetic field due to orbital effects of
filling additional electrons. This spectrum is taken by assuming
a circular confining potential and solving the Schrodinger
equation. The eigenenergies are given by

En,l =
[

(2n + |l| + 1) h̄

(
ω2

0 + ω2
c

4

) 1
2

− 1

2
h̄lωc

]
, (1)

where n and l are the radial and angular momentum quantum
numbers, ω0 is the oscillator frequency, and ωc = eB/m∗
is the cyclotron frequency. This spectrum has some very
well-defined magnetic features; however, depending on the
confinement of the dot, they can be spread out, and depending
on the charging energy, they may become truly evident only
at high magnetic fields. We now consider the relevant energy
scales in our system.

For our system, the ionization energies of the relevant single
atoms are between 50–100 meV below Ev , which would result
in quantum dot clusters with the smallest addition energies
∼4–20 meV and, thus, a Fock-Darwin spectra observable
within the 5-T magnetic field dependence of the experiment.

In the silicon valence band, the energy scales of the Fock-
Darwin spectra are considerably different from GaAs. First, the
contribution of the cyclotron energy h̄ωc/2B ≈ 115 μeV/T
(assuming an effective mass m∗ = 0.5me) is much smaller than
the expected confinement energy h̄ω0 � 4 meV, so that Eq. (1)
can be approximated as En,l ≈ [(2n + |l| + 1)h̄ω0 − 1

2h̄lωc].
For small values of l, the magnetic field dependence is the same
order as the Zeeman energy �Ez/B = gmjμB ≈ 58μeV/T
for g = 2 and mj = 1/2. We must therefore include �Ez

when considering such orbital effects.
The |Vg | range in Fig. 2(b) corresponds to 14 meV. We

can not exclude orbital effects and the presence of clusters
from these data, however, we can not account for all of the
resonance and antiresonances by one cluster of defects forming
a quantum dot. Specifically, the peak position versus magnetic
field slopes should be larger with increasing filling, but, in
Table I, the slopes cluster around ±100 and ±50 μeV/T. We
note that dips c and d might be attributed to the l = ± 1 states of
a cluster, but in this energy window, we could not attribute any
of the other structures to either the l = 0 or ± 2 states. Precise
assignment here is further complicated because the slope of
dip d could also be attributed to the ground state of a boron
acceptor impurity.18,23

An additional possibility is that the magnetic field orien-
tation is not suitable for observing orbital effects and that
some of the slopes in Table I are due to successive spin filling
of a small impurity quantum dot.32,50 Unlike microfabricated
quantum dots in GaAs, quantum dots in silicon are much
less prone to the overall diamagnetic shift observed on the
different addition energies. This shift becomes important when
the charging energy is comparable to the diamagnetic energy

e2B2r2

8m∗ ≈ e2

4πεsr
,

where r is the overlap of the wave function and the electrode.
The ∼10× larger effective mass in silicon renders this effect
negligible in our system. We thus can compare the shifts
of each of the energies directly without having to compare
peak spacings. While one expects the typical Pauli filling,
the research in microfabricated quantum dots has shown
that deviations are possible, providing evidence for higher
spin states. Successive spin filling should follow ±gμB and,
therefore, we only consider slopes in Table I in which the
absolute values are approximately equal. If we interpret dips
a, b, g, and h in this context, we would have successive spin
filling of (↓, ↓, ↑, ↓).

Next, we consider the possibility of Pt atoms forming
clusters of a few atoms so that a single defect can result
in several levels. Such clusters were recently considered in
an extension of scanning charge accumulation imaging.51 In
transport, other researchers have discussed the characteristics
of donor molecules52 and explored the effect of interacting
impurities.53–55 All of these investigations demonstrate that
a coupled impurity state (containing the same species of
impurity) in which two atoms are close together results in
a large additional charging energy associated with the second
state. This second state is situated at much higher energy,
ranging from 1 to 4× the binding energy depending on the
distance between the two impurities. In order to observe
the effects of interacting impurity on a resonant level, it is
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necessary to consider the Vds dependence and investigate the
nature of excited states. Alternatively, by modifying a perpen-
dicular magnetic field, the overlap between the impurities can
be modified. The previous research that explored interacting
impurities in electron transport53–55 focused on the case where
the impurities were separated by large distances. Essentially,
if the impurities are close enough together, they are difficult
to distinguish from the single impurity case, especially at
Vds = 0 V and in parallel magnetic fields. In the next section,
we discuss how the fact that the quantum interference does not
change in magnetic fields up to 5 T implies that the path length
is quite small (�32 nm). If the interference originates from
two paths through two different impurities, these impurities are
necessarily situated very close together. We can not distinguish
if a given resonance or antiresonance in Fig. 2(b) is due to a
coupled or a single impurity given the data reported here.
However, if there are coupled impurities, not all the resonances
in Fig. 2 can originate from one coupled system because the
transport window is too small.

Our system is unique compared to previous investigations in
that the device contains two known species of dopants: single
B acceptors and double Pt donors. Transport is close to the
valence band and both atoms can be viewed as binding holes.
However, the acceptor site is initially charged negatively and
becomes neutral and the Pt site is initially charged positively
and an additional positive charge is added. If these two species
are close enough to be coupled, then the occupation of one level
will result in the other level moving away from the valence
band (to lower energy). Coupling between two states of an
acceptor (double donor) would thus result in a decrease of the
ionization of one of the states when the other level becomes
occupied. In this context, two of the levels in Fig. 2 could be
related to such coupled atoms.

In summary, we have seen in this section that the levels in
Fig. 2 have several possible origins. They can originate from
Pt or B atoms that are isolated or coupled either with each
other or with an atom of the same species or with O or H. It is
possible that two or three of the levels in Fig. 2 belong to the
same coupled atoms. Another possibility is that a small cluster
containing a few impurities forms a very small quantum dot
and several of the levels belong to the same cluster.

Without additional spectroscopy experiments, one can not
precisely classify the origin of each resonance in Fig. 2. As
we have shown by comparing the values in Table I with our
earlier work,18,23,24 the identity of a given state, as determined
by the change of its peak position at Vds = 0 V as a function of
magnetic field, does not determine whether it will be observed
as a resonant dip or a resonant peak. What is clear from this
analysis is thus that the presence of antiresonances due to
single atoms, coupled atoms, or a small quantum dot based on
a few dopants is a robust effect in these devices.

B. Interpretation of the antiresonances as quantum interference

We now consider how an antiresonance might occur. To
simplify the exposition, we assume for the moment that the
resonant path is due to a single atom, although, from our
discussion above, this may not be true. What is surprising is
that the dip goes below the apparent background current. One
naively expects that the background tunneling current in the

device is due to transport along the entire width. Thus, if there
is a destructive interference through a resonant level, it could
not go below this incoherent background current. However, at
low temperatures in a relatively small Schottky barrier like the
one we have here, the depletion region is nonuniform. Near a
dopant level, direct tunneling is significantly enhanced because
the barrier height and width are modified by the electrostatic
potential of the charge. As a result, the width of the Schottky
barrier is broken up into regions of high conduction, near a
resonant atom, and regions of low conduction, where there are
no dopant levels. In order to observe interference effects, when
the equilibrium Fermi level is near resonance with an atomic
level, the dominant transport mechanism must be coherent.
When there is destructive interference, the path through the
atom is blocked and the current can be significantly decreased
because one of the few paths through the entire barrier width
has been blocked off.

Evidence for this effect can be found by looking at the
amount by which the antiresonances dip below the background
as a function of |Vg|. When transport through a quantum dot
is strictly determined by the Fano resonance, e.g., there are no
other transport paths, the distance from the bottom of the dip to
zero can be indicative of the coherence of the transport.5 Here
the dip can only go so low until the conductance from other
paths through the barrier becomes important. However, as |Vg|
is increased, we expect that direct tunneling through the entire
barrier width will increase and, correspondingly, the difference
between regions of high conductance and low conductance
will decrease. Thus, the general trend of how much the dips
go below the background should be inversely proportional to
|Vg|. Figure 4 shows the percent change of the total current for
each of the antiresonances. Indeed, the general trend is that the
number and strength of the antiresonances decreases as |Vg| is
increased.

Assuming that electron-electron interactions can be
neglected,56 coherent transport through the impurity can be
described by the Landauer-Buttiker formalism1 in which a

FIG. 4. For each of the antiresonances in Fig. 2(a) at 4.7 T, we
calculate the percentage the differential conductance dips below the
accompanying shoulder. The frequency and percent change of the
differential conductance decreases as |Vg| increases. This provides
evidence that the background current in the channel is increasingly
dominated by incoherent direct tunneling through the barrier rather
than “hot spots” resulting from resonant levels.
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scattering transmission coefficient is used to describe the
current. When quantum interference comes into play, the
typically Lorentzian transmission coefficient can be replaced
with the Fano transmission amplitude describing interference
between two paths:7

T (E,Vds) = tnr

|2ε + q|2
4ε2 + 1

, (2)

where tnr is the transmission probability of the nonresonant
path (likely to be direct tunneling), ε = E − Eres/	 is the
change in energy near the resonance, and q is the asymmetry
factor related to the cotangent of the phase difference δ between
the two paths and proportional to the transmission probability
of resonant tunneling trt over that for nonresonant tunneling:

q = cotδ ∝ trt

tnr	
.

For q = 0, the lineshape exhibits a resonant dip, for large
q the Lorentzian is recovered, and, at intermediate values,
asymmetric lineshapes are observed.

The data in Fig. 3 have a relatively simple interpretation in
this context. For the resonant tunneling peak in Figs. 3(a) and
3(b), we observe that the resonance is initially enhanced as
|Vds | is increased. This is unusual because typically increasing
|Vds | introduces thermal energy that will broaden the resonance
and not result in a more pronounced resonant tunneling. Here,
however, tunneling into the semiconductor channel is strongly
suppressed at zero bias;25 thus, introducing a small bias voltage
effectively enhances all transport into the semiconductor
channel. We note that a similar suppression near |Vds | = 0 V
has been described theoretically.57 Pure resonant
tunneling can be described by a Breit-Wigner lineshape
T = 	MD	DS/[(E − Eres)2 + (	MD/2 + 	DS/2)2], where
	x=MD,DS

are, respectively, the leak rates from the metal
to the dopant and the dopant to the semiconductor. In an
SBMOSFET, the leak rates are determined by the depletion
potential resulting from the metal-semiconductor interface and
are thus highly asymmetric. As a result, removing the zero bias
current suppression unequally changes these two parameters.
The leak rate closest to the semiconductor will experience
the largest change. If the dopant is thus very close to the
metal, then there will be an enhancement in the total resonant
tunneling component. If the total transmission coefficient,
which includes the probability for nonresonant and resonant
tunneling through the atom, is such that resonant tunneling is
much larger than the nonresonant component, increasing the
bias voltage will result in a stronger Lorentzian peak.

If, however, the transmission coefficient for resonant
tunneling is smaller or comparable to that of the nonresonant
component, then the resonance exhibits a Fano lineshape and
the bias voltage modifies its parameters, as in the data in
Fig. 3(d). Effectively, by changing the bias voltage, one is
tuning one of the leak rates of the resonant tunneling com-
ponent, increasing its importance relative to the nonresonant
component. Figure 5(a) shows the fits to the Fano expression
for the resonance in Fig. 3(d). Figure 5(b) plots the fitted
expression for the asymmetry parameter q as a function of bias
voltage. Most interestingly, the lineshape goes from having al-
most complete destructive interference (q = 0) to constructive
interference (q = ±1). Because the leak rates are modified by

the bias voltage and not more directly by adjusting a tunnel
barrier,7,8 an additional effect related to the direction of |Vds |
is observed. In Fig. 5(b), the sign of q reverses from positive
to negative with bias voltage direction. The explanation for
this is that the asymmetry parameter q is a measure of the
phase difference between the direct and resonant tunneling
paths. Thus, applying a bias voltage in the positive or negative
direction is equivalent to shifting the phase by 180◦.

One surprising feature of these data is that the lineshape
changes form with bias voltage but not with magnetic field.
One possibility is that the path length of the interference is
smaller than the corresponding magnetic field length we have
accessed. In order to change the interference by one complete
cycle, the magnetic field flux 
 = BS, where S is the surface
area of the path, must be of order h

e
. At 5 T, this implies

a maximum surface area of 8.27 × 10−16 m2 or, assuming a
circular path, a diameter of order 32 nm. The fact that we
see no significant change implies that the interference path is
likely to be much smaller than this. This diameter is still much
larger than the typical ∼2-nm Bohr radius for a shallow dopant
level near the valence band.58

Finally, we consider briefly the origin of the nonresonant
path. There are several possibilities including (1) tunneling
through a nearby dopant(s), (2) direct tunneling due to the
proximity of the atom to the metallic electrode, (3) enhanced
direct tunneling through surface states present at the metal-
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FIG. 5. (Color online) (a) We fit the Fano lineshape [Eq. (2)] to
dip c in Fig. 3 at 4.7 T and 50 mK. The value of the Vds from bottom
to top is 0, ±0.1, ±0.2, ±0.3, and ±0.4 mV. Note that the curves
are NOT offset. The Vds = 0 V curve is plotted in black with the fit
indicated in gray, the positive Vds curves are plotted dark gray with
fits in light gray and the negative Vds curves are plotted in light gray
with fits in dark gray. (b) Plot of the asymmetry factor q as a function
of bias voltage Vds . At Vds = 0 V, we observe an antiresonance,
corresponding to an asymmetry parameter q close to 0, and indicative
of destructive interference. For Vds > 0 V, we find positive q values
and, for Vds < 0 V, negative q values, as might be expected if the
interference is changed by a 180◦ phase shift. As |Vds | is increased,
the resonant tunneling component becomes more important and the
interference becomes increasingly constructive, indicated by q = 1.
Note that the standard deviation of the q-parameter fit is indicated
by error bars, which demonstrate the robustness of the changes
with |Vds |.
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semiconductor surface, and (4) an additional current path
within the atom due to the resulting physical structure within
the silicon lattice. The very fact that we observe resonances
with different magnetic field dependences may indicate that
the dopants do not all exhibit quantum interference of exactly
the same origin and we, therefore, can not exclude any
of these options without further experimental investigations.
We mention that, in the first case, the second atom must be
in very close proximity because of the very small path length
implied by the magnetic field dependence. Two possible ways
to address this issue are to explore the temperature dependence
of the interference8 or how the quantum interference of dopant
levels with different magnetic field dependences changes as the
superconductivity in the PtSi contacts is suppressed.59

IV. SUMMARY

We have explored antiresonances in the transport through
dopant atoms located near the metal in a Schottky barrier

MOSFET. We find that the lineshapes can be explained in
terms of quantum interference via a Fano lineshape. We
observed significant changes in the lineshapes with applied
bias voltage that are due to changes in the resonant tunneling
component of the interference. Finally, because the lineshapes
exhibit very little change in magnetic fields up to 5 T, we
argue that the quantum interference path must be very small.
The data show that this system is capable of demonstrating
interference on a very small length scale and thus provide a
novel test bed for exploring coherence with a small number of
atoms.
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