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Nonequilibrium transport in the Anderson model of a biased quantum dot:
Scattering Bethe ansatz phenomenology
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We derive the transport properties of a quantum dot subject to a source-drain bias voltage at zero temperature
and magnetic field. Using the scattering Bethe anstaz, a generalization of the traditional thermodynamic Bethe
ansatz to open systems out of equilibrium, we derive results for the quantum dot occupation in and out of
equilibrium and, by introducing phenomenological spin- and charge-fluctuation distribution functions in the
computation of the current, obtain the differential conductance for large . The Hamiltonian to describe the

r

quantum dot system is the Anderson impurity Hamiltonian and the current and dot occupation as a function of
voltage are obtained numerically. We also vary the gate voltage and study the transition from the mixed valence
to the Kondo regime in the presence of a nonequilibrium current. We conclude with the difficulty we encounter
in this model and a possible way to solve it without resorting to a phenomenological method.
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I. INTRODUCTION

The past few years have witnessed a spectacular progress
in the fabrication and exploration of nanostructures giving
experimentalists unprecedented control over the microscopic
parameters governing the physics of these systems. Nanos-
tructures, beyond their practical applications, display an
array of emergent phenomena stemming from their reduced
dimensionality which enhances quantum fluctuations and
strong correlations. Often, experiments are carried out under
nonequilibrium conditions, with currents passing through the
structures. The measurements are performed over a wide
range of parameters, such as temperature and applied bias,
allowing experimental exploration of the interplay between
nonequilibrium dynamics and strong correlation physics.'~
A canonical example is the nonequilibrium Kondo effect
observed in a quantum dot attached to two leads held at
different chemical potentials u,. The voltage difference V =
W1 — o induces a nonequilibrium current /(V) through the
dot, interfering with and eventually destroying the Kondo
effect as the voltage is increased.

The standard theoretical description of the transport trough
a quantum dot is the two-lead Anderson impurity model
under a bias voltage. The one- or two-lead Hamiltonian at
zero bias is exactly solvable via Bethe ansatz.”® Using this
exact solution as well as NRG calculations, for example,
the thermodynamics of the model have been studied in great
detail. However, the nonequilibrium situation, namely, when
the two leads experience each a different chemical potential,
is much more difficult. This is due to the subtle interplay
between the nonequilibrium aspect of the problem on one
hand and the presence of strong interactions on the other hand.
Technically speaking, it is a very nontrivial task to find a basis
of states that diagonalize simultaneously the voltage term and
the interaction term in the Hamiltonian. Nevertheless, a lot of
efforts have been put forward to study this model, but so far
only approximate ways of dealing with the voltage and/or the
interactions have been developed.’>*

In this paper we develop a phenomenological approach
to the problem, based on the scattering Bethe ansatz (SBA),
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recently developed by P. Mehta and N. Andrei (MA),> a
nonperturbative implementation of the Keldysh formalism to
construct the current-carrying, open-system scattering eigen-
states for the two-lead nonequilibrium Anderson impurity
mode. The basic idea of the SBA is to construct scat-
tering eigenstates of the full Hamiltonian defined directly
on the infinite line and match the incoming states by two
Fermi seas describing the initial states of the leads. The
nonequilibrium steady-state transport properties of the system
are then expressed as expectation values of the current or
dot occupation operators in these eigenstates. This program
has been implemented for the interacting resonance level
model (IRLM), a spinless interacting model, described in
Ref. 25 where the zero-temperature results for current and
dot occupation (7i;) for all bias voltages were presented.
Another exact solution of this model at the so-called self-dual
point*® by E. Boulat, H. Saleur, and P. Schmitteckert in
Refs. 27 and 28 uses conformal field theory techniques and
compares successfully with time-dependent density-matrix
renormalization group results.

The main motivation of the present paper is to test the very
interesting ideas behind the SBA framework on a physically
more relevant model such as the Anderson impurity model
and to focus on the phenomenology that can be extracted
from it. Carrying out the program for the nonequilibrium
Anderson model we find difficulties in the direct application
of the SBA approach due to the fact that the ground state
in the Bethe basis consists of bound pairs of quasiparticles,
leading to problems in the computation of the scattering
phase shifts for the quasiparticles with complex momenta.
This problem is not present in the IRLM when the Bethe
momenta are below the impurity level and no bound states
can be formed. We circumvent this difficulty by means of
the following argument: The transport property computed in
the IRLM is related to the single-particle phase shift across
the impurity in the Bethe basis. Based on the same idea we
develop a phenomenological approach to describe the transport
property in the Anderson impurity model. We identify two
types of possible phase shifts across impurity, which we refer
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to as “spin-fluctuation” and “charge-fluctuation” types to label
two phenomenological phase shifts akin to the fundamental
excitations described in the traditional Bethe ansatz in this
model. The phenomenological ansatz is checked against exact
results on the dot occupation in equilibrium and the Friedel
sum rule,””3? in the linear response regime. Subsequently,
we discuss our results for the out-of-equilibrium current,
conductance, and dot occupation. The scaling relations for
the conductance, predicted from the Fermi liquid picture of
the problem at strong and weak coupling, are also discussed.

The paper is organized as follows. We start with a formal
construction of scattering eigenstates in the two-lead Anderson
impurity model. Then we discuss how we impose boundary
conditions, which serve as initial condition in the time-
dependent picture, on the electrons within the leads. Next
we discuss our results for the dot occupation in equilibrium
and the conductance in the linear response regime. Based on
the checks in equilibrium we then extend our computation to
the out-of-equilibrium regime. The difficulty we encounter
for complex momenta and the way we handle it is also
addressed there. Comparison with another attempt of exact
solution for this model by R. M. Konik et al.3!*? with the
idea of dressed excitations above Fermi energy in the Bethe
ansatz picture, first considered for the exact conductance of
point contact device in the FQHE regime,’*-* is discussed.
We also comment on the validity and implication of our
numerical results, among them the charge susceptibility, in
the out-of-equilibrium regime. Qualitative agreement between
our theory and experimental result is then presented. The limit
of U — oo is also summarized in the last section based on the
same phenomenological approach. Finally, we summarize our
results and conclude with some issues on the SBA approach
to this model and state how they could be overcome.

II. THE SCATTERING BETHE ANSATZ APPROACH

A. Scattering-state construction

In this section we apply the SBA approach to construct
the scattering states of the full Hamiltonian. The (unfolded)
two-lead Anderson impurity Hamiltonian reads

A = Z /dx I//i-r(r(x)(_iax)‘/fia—(x) + 6ddj,do-

i=1,2
+ 6100V dy + diio (O] + U dldyddy, (1)

where summation over the spin indices o is implied. The fields
V¥is(x) describe chiral, right-moving electrons from lead i, U
is the on-site Coulomb repulsion between electrons on the dot,
t; is the coupling between the dot and the lead 7, and ¢, is the
gate voltage. We have set the Fermi velocity vy = 1.

The model’s equilibrium properties have been studied in
great detail via the traditional thermodynamic Bethe ansatz
(TBA).”® The SBA exploits the integrability of the Anderson
model to construct current-carrying scattering eigenstates on
the open line. There are two main requirements. One is the
construction of scattering eigenstates with the number of
electrons in each lead conserved prior to scattering off the
impurity. Another is the asymptotic boundary condition that
the wave functions of the incoming electrons, that is, in the
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region (x < 0), tend to those of two free Fermi seas far
from the impurity.> All information about the external bias
applied to the system is encoded in the boundary condition by
appropriately choosing the chemical potential of the incoming
Fermi seas. As in all Bethe ansatz constructions, the full
multiparticle wave function is constructed from single-particle
eigenstates (now on the infinite open line) and the appropriate
two-particle S matrices. We first rewrite Eq. (1) in the even-odd
basis as

H = Hg + ﬁov
m=Z/WMﬁWWMMUHM%
+ 1], 0y + d} o (0)] + Udldyd]d,.

A= 3 [ dx ot ),

with
oo () = he(x) + fzk”za(x)7
NI
o () = s (x) — thZa(x)’

NI

and t =/t + 3. In what follows we consider the case
Hh=th = \sz for simplicity. The single-particle solution for
even and odd basis is |e,po) = [dx [ei”"gp(x)wjg(x)+
e,8(x)d}1|0) and |0, po) = [ dx ei”xhp(x)l/fjg(x)|0),with |0)
the vacuum state and g,(x), h,(x), e, independent of spin and
given by

gp(x) = 0(=x) + €70(x) + s¢p O(X)0(—2),

hp(x) = 0(—=x) + 0(x) + 50, 0(x)0(—x), 2
10+ e +5,/2)
€p = .
2p — )

Here §, =2 tan_l(#) is the usual single particle scattering
phase shift of the electrons off the impurity obtained when
setting s, = 0. I' = % is the width of the resonance level.
We adopted a symmetric regularization scheme 6(+x)8(x) =
18(x) and imposed |p| < D, D being the bandwidth cutoff.*

The s(x) = 0(x)0(—x) term appearing in Egs. (2) and (3)
is a local constant since, using our regularization scheme,
the locally discontinuous function s(x) satisfies d,s(x) =
[s/(x)]x=0- + 8'(x)|x=0+1/2 = 0. It should be noted that this
is consistent with the symmetric spread of the & function
around x = 0, which is precisely the regularization scheme
adopted in this article. Notice also that the single-particle
wave functions defined in Eqgs. (2) and (3) are properly
defined on the whole line x € R. Considering only half of
the domain (such as taking x > O for instance) would lead
to an inconsistency of this regularization. The s(x) term is
included in the odd channel function in order to allow for
the same two-particle S matrices [Eq. (4)] in all channels.**’
The 6(x)0(—x) term in the even channel wave function is
introduced in order to modify the original (when s, = 0)
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single-particle phase shift across the impurity. The choice of s,, and s, is addressed later. In the lead basis, |i, po), the
single-particle scattering eigenstates with the incoming particle incident from lead i, can be restored by taking a proper linear

combination of even-odd states. For example, |1, po) = f(|e po) + lo,po)) = fdx e’”oz,T o(x)|0) is written as

1.po) = / dx e"P*{[e(—n -~ %(e'”ﬂ + DO, () + 5<e"5" — DAY, () + epdis(x) + sfpg<x)}|0>,

3
with |2, po) = f(|e po) —lo,po)) = fdx e"”‘oz2 U(x)|0) ands ., (x) related to the 6(x)0(—x) terms by

SlTp(r(x) - (sep = w](r( )+

5 Zep — Sop wzam)e(x)e( x)

f

and

51 () = (%%uw e”} Opwhoc))e(x)e( x).

These states have a single incoming particle (x < 0) from lead i, which is reflected back into lead i with amplitude R, =
(€% + 1)/2 and transmitted to the opposite lead with amplitude T, = (/% — 1)/2. Similar single-particle states are discussed
in Ref. 25.

The multiparticle Bethe ansatz wave function is constructed by means of the two-particle S matrix, S(p,k), describing the
scattering of two electrons with momenta p and k. By choosing s,, = —4 in Eq. (2) (the choice of s, is discussed in Sec. II B and
does not affect the result here) in the single particle states we can construct the same two-particle S matrix for all combinations
in even-odd basis (see Appendix B). The two-particle solution for both particles coming from lead 1 in spin singlet state takes
the following form:

1k, 151p, |) = / dx1dx, Al ™D 7, (v — xo)aly (eal, | (62)}10)
= { f dxydxy A{g (e x) Y (W] (e2) + BCe x)y Gew) () + o) [ v (60)

— ¥l el )1} + / dx Ale()(y ()d] — vl 0d]] + o)yl (0)d] — ¥l (0dD] + Am dld] } 10).

’r
j

Here A is the antisymmetrizer. A is an overall normalization . aa
scattering. L4

is the identity matrix. The S matrices must

fact d
actor a satisfy the Yang-Baxter equations
8(x1,x2) = Zyp(x1 — x2)8x(x1)gp(x2)
FZip(x2 — x1)gi(x2)8p(x1), S ey ko)1 (Kt ) S22 (e )
JO1,32) = Zip(1 — x2)ge(x)hp(x2) = S0 (ka k) St kK S K1 )
+Zip(x2 — x1)hi(x2)gp(x1),
for such a construction to be consistent. The two-particle S
h(x1,x2) = Zip(x1 — x2)hie(x1)h p(x2) matrix for this two-lead Anderson model is given by
+Zip(x2 — xD)hi(x2)h p(x1), o
Bk —B Iaa +12UFPaa
e(x) = Zypy(—x)gp(x)er + Zyy(x)gr(x)e,, a/a/ (k p) = ( )B(k)(]?)l]g(, ),+ T . 4)
— l
0(x) = Zip (=) p(Xex + Zh(x)e s P
m = ka(())ekepv with B(k) = k(k — 2¢; — U)and P = %(I -1+ o - o) the spin

with  Zgy(x) = e #00(—x) + ¢0(x)  and  Z(0) = exghgnie.: opersa.tor, wli]th a; and aj .reprssenting }he inl<l:oming
T ) Here an(de,) = _ue . spin indices. Since the S matrix is the same for all even-
k+p—U—2e; “kp P k=p)(p+k—U—2e7) odd combinations, the S matrix does not depend on the
The derivation and more general form of two-particle lead index i, and the number of electrons in a lead, N;,
case is written in Appendix B. To include spin triplet can change only at the impurity site. This circumstance
case  we denote  Zy, x,(x; — x;) = Zy i, (xi — X; a:af —  allows us to construct the. fully interac'ting e.igenstates of
dd our Hamiltonian characterized by the incoming quantum

Ia:afe(x i — Xi)+ Sa,a, (ki k;)0(x; — x;), where g; is the spin  pumbers, N, and N, the numbers of incident electrons from
index before the scattering and ai the spin index after the  leads 1 and 2 respectively. These quantum numbers are
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subsequently determined by the chemical potentials w and (5,
respectively.

To complete the construction of the SBA current-carrying,
scattering eigenstate, |W, u;), we must still choose the “Bethe
ansatz momenta” {p; }N‘Jer of the single-particle states to
ensure that the incoming particles look like two Fermi seas
in the region x < 0. This requirement translates into a set
of “free-field” SBA equations for the Bethe ansatz momenta
density of the particles from the two leads.”> The argument
is as follows: Away from the impurity |i,po) reduces to

w; (x) with the interparticle S matrix Eq. (4) present. Thus,
the scattering eigenstates describing noninteracting electrons
are in the Bethe basis rather than in the Fock basis of plane
waves. The existence of many bases for the free electron is
due to their linear spectrum, which leads to degeneracy of
the energy eigenvalues. The wave function e?1*1 +P2%2[f (x| —
x2) + SO(x, — x1)]A is an eigenstate of the free Hamiltonian
for any choice of S with, in particular, S = 1 defining the Fock
basis and S given in Eq. (4) defining the Bethe basis. The
Bethe basis is the correct “zero order” choice of a basis in
the degenerate energy space required in order to turn on the
interactions. We proceed to describe the leads (two free Fermi
seas) in this basis.

We consider the system at zero temperature and zero
magnetic field in this paper. To describe the two Fermi seas on
the leads translates to a set of Bethe ansatz equations whose
solution in this case consists of complex conjugate pairs:
pE(L) = x(1) £ iy(A) in the A parametrization,”33% with

+\/)\+ e
x()“)=€d_ )

(&)

~(r+&)+ (&) + U

y) = — > )

with €; = €; + U /2. Each member of a pair can be either in
lead 1 or in lead 2, since the S matrix is unity in the lead
space. There are, therefore, two possible configurations for
these bound pairs. One possible way of forming bound pairs is
described by four types of complex solutions whose densities
we denote o;;(A) with {ij} = {11,12,21,22} indicating the
incoming electrons from lead i and lead j. The other
possibility, which is perhaps more intuitive in comparing
with the free electron in the Fock basis, is to include only
{ij} = {11,22}. These two types of states give the same
results when evaluating the expectation value of the dot
occupation in equilibrium. However, when we turn on the
bias voltage, the results obtained from a four-bound-states
description show some charge fluctuations even way below
the impurity level, which is not expected from the noninter-
acting (U — 0) theory (shown in Appendix A). Thus, we
disregard the four-bound-states solution on physical grounds
and focus on the two-bound-states description in the following
discussion.
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To describe in the Bethe basis the two leads as two Fermi
seas filled up to p; and u,, respectively, these densities must
satisfy the SBA equations,

20:() = 1 dx()L)

O\ — B)—Z/ dX K — 2o (V)

j=12

(6)

with K(0.) = 1 Ql}#ﬁ

The SBA equations are derived from imposing boundary
condition in the free leads (incoming state) region and the
value of momenta is connected with spin rapidity A by using
the quantum inverse scattering method. The Bethe ansatz
equations solved with periodic boundary conditions at the free
lead region with total number of particles N (N = N; + N, as
sum of particle number from leads 1 and 2) and the total spin
projection S (S = S1+ S, =N/2 — M with M = M, + M,
as number of down-spin particles from lead 1 and 2) are given
by

ik L _ il
e _l_[B(ki)_

a=1

Aoy +iUT
o —iUT’

)
Mo B(kL) — g —iUT

_lﬂ[,\a—xﬂ+2iur
— A +iUT

ho —Ap —2iUT’

B#a

with total energy E = E; + Ey and E; = )_; k) indicating the
energy of the electrons within the lead / at zero temperature.

The spectrum of Eq. (7) for the one-lead case has been
analyzed by N. Kawakami and A. Okiji,> who found that
the ground state at zero temperature is composed of real A;
and complex k; in the thermodynamic limit for U > 0. The
same situation also occurs in the special limit where U — oo,
where P. Schlottmann®® has also done the analysis in the
one-lead case. The proof that a two-leads ground state is
similar to the one-lead case is shown explicitly for the finite
temperature calculation and for the infinite-U case in Ref. 38.

As has been mentioned above in the zero-temperature,
zero-magnetic-field ground state, all A; are real (and distinct)
and k; form bound states for j = 1, ...,2M with bound-state
momenta given by the poles or zeros in the S matrix defined
in Eq. (4),

BIK'™* (A )] = »; £iUT = Blx(A;) £iy(A )]+ vE()),
®)

where y* =
Eq. (9).
Note that the bound state can be formed from four possible
configurations for B, < A, < 00, which we denote bound state
from lead i and lead j quasimomenta denoted as Ag. The
bound state between B; < A, < B; can only be formed by
quasimomenta both coming from lead 1. As already mentioned
the four-bound-state distribution does not give physically
sensible results for the charge susceptibility as shown in
Appendix A and therefore we limit our discussion to two types
of bound-state distribution here. Below we surpass the index

Olexp(—L)] and x(A) and y(A) are shown in the
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of lead in A and put back the index dependence in the end for
simplification. Inserting Eq. (8) into Eq. (7) we get

M .

. Ao — A 2iUT

elk;Lz | |—)L i"f‘ l+ B (9)
B=1 a ﬁ+ya
M

. Ao — A .

elkuL — o B + :}/Ot , (10)
ﬂI:II ha — hp — 2iUT

u )‘ﬁ_)‘a+)/;

1. (11
B=1 )‘ﬁ_)“a‘i‘)/,g

Thus, for L — oo from multiplication of Egs. (9) and (10) we
have

‘ Ay —Ag+2iUT
eth()La)L — 1_[ B + l . (12)
Ao —Ag —2iUT
B
Taking the logarithm of Eq. (12) we have

Ay — A
2mJy = —2x(h)L — Y [292 ( « ﬂ) —l—n] . (13)
- 20T

with 6, (x) = tan~'(2x/n) and {J,} a set of integer numbers.
We can extend the definition of J,, to include integers or half
integers and rewrite Eq. (13) as

T 1 )\.a_)\.ﬂ
_Jaz_ Ao) — — 0 . 14
7 x(ha) L;z( SUT ) (14)

Now let us put back the dependence in lead indices. Starting
from Eq. (14) it can be shown that there is one-to-one
correspondence between the A,’s and the J,’s and that all
Aq’s have to be different. Thus, the set of rapidities (A1,
characterizing an eigenstate of the Hamiltonian, is uniquely
determined by one specific set of {J,}. For instance, the
ground state of the Hamiltonian Hj in the presence of a bias
voltage is simply obtained by packing two “Fermi seas” of
nonconsecutive integers (Pauli principle in lead space) up to
certain “Fermi points” (see Fig. 1) corresponding to the B;
and B, in the continuum limit.

For notational simplification we relabel {ij} = {11,22} as

{1} = {1,2}. Now defining 3", 0(A¢) = 19 =3,0004)
2/n

and using 9,0,(x) = TTor 7 We can write Eq. (14) in the
continuum limit [by taking L — oo and differentiate Eq. (14)
with respect to A]. Doing so we distinguish two different
domains:

For B, < A < oo the particles are fully packed and states
are labeled by a different lead index /. In this domain, the SBA

equations in the continuum limit takes the form

2

1 dx(r o
ZUU)()‘) _ 1 x() _/ AN KO — )o@
p T di B,

- /OO d)N K= Ao D). (15)
B

1

For B; < A < B; we can see from Fig. 1 that the lead 2
states are unoccupied. We introduce a distribution of holes for
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lead 1 lead 2
00 F———p 00
r—
*>r—2e
*r—
*r—e
r——e
*>—e
r—ee
r—9e
B
" " I 2
B, ] ___.Y....

FIG. 1. Sketch of the configuration of Bethe momenta corre-
sponding to the ground state of H, with an additional bias voltage,
that is, two Fermi seas at different chemical potentials.

the lead 2 that denote &®(1). The continuum SBA equations
in this regime are given by

e D) + 520 = —~ LD _ / T d KO = Mo @0
T dr B,
- /OO d)X K= e Do), (16)
By

Since 6@ (1) obeys the same equation as @), as may be
seen from subtracting Eqs. (16) and (15), we can combine
Egs. (15) and (16) together to get

2o(\) = _%dz(;) 2 /OO dX K. — Yo (V)
By

B,
- / d) KO — )W), (17)
B

with By < A < oo for lead 1 and B, < A < oo for lead 2
Bethe momenta-density distributions. Each density is defined
in a domain extending from B; to the cutoff D, to be sent to
infinity. The B; play the role of chemical potentials for the
Bethe ansatz momenta and are determined from the physical
chemical potentials of the two leads, w;, by minimizing the
charge free energy,

F= Z(Ei — WiN;) = ZZ/ di[x(A) — piloi(2),
i i VB

(18)

with o} the lead 1 particle density and o, the lead 2 particle
density. Note that o7 and o, obey the same integral equation
Eq. (6) with different boundary [o(%) with A C (B},00) and
oy(A) with A C (B,,00)]. Solving the SBA equations subject to
the minimization of the charge free energy fully determines the
current-carrying eigenstate, |V, u;), and allows for calculation
of physical quantities by evaluating expectation value of the
corresponding operators. In the following we discuss our
results from equilibrium cases to nonequilibrium ones, starting
with the expression for various expectation values of physical
quantities.

B. Expectation value of current and dot occupation

For w; = u, all B; are equal to some equilibrium boundary
B fixed by the choice of w;. The dot occupation is given by
the expectation value ) (W, u; |dj,' dy|W,u;). Taking the limit
L — oo (L being the size of the lead) one can express n, as
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an integral over the density of A and the corresponding matrix
Pt WP ()13, dido|p* ()~ (1)

(p*M)p~M)IpT()p~ (1)
Here the state |p*(A)p~(A)) denotes a pair (or bound states)
of quasiparticles with complex momenta given by Eq. (5).
The reason why n, is governed solely by one-bound-state
matrix element instead of a complicated many-particle object
is because Bethe wave functions are orthogonal to each other
for different pairs of Bethe momenta under the condition that
the size of the leads L taken to infinity.

Here we address the different choice of s,, (with s,, = —4
fixed to have the same S matrix in all channels) which
gives rise to different forms of v(A). We first discuss the
“natural” choice s., = 0 [i.e., absence of 6(—x)0(x) terms]
and show it reproduces the exact result for the dot occupation
in equilibrium. While in checking the steady-state condition,
that is, d(ng)/dt = 0, for the out-of-equilibrium situation,
the choice of 5., = 0 fails. To remedy this issue we propose
sep # 0 [i.e., introducing counter-intuitive 6(—x)0(x) terms]
schemes to circumvent this difficulty. We check this proposed
phenomenological scheme in equilibrium against the exact dot
occupation obtained in the s., = 0 case in the second part of
the discussion as a benchmark for our approach. First let us
discuss the result for s, = 0.

(1) sep = 0. We choose 5., = 0 as in the case of the one-lead
Anderson impurity model and denote v(A) = vS84(X) in this
choice. The dot occupation expectation value in equilibrium is
given by

element V(L) >~ { ) taken to order %

(W, = ol Yo, didy |V, i1 = pa)
(W1 = w2 |V, 1 = u2)

ng =

=2 /oo dro(M3SBA), (19)
B

where the factor 2 in front of the integral accounts for the spin
degeneracy. The matrix element of the operator dd, in the
SBA state is given by

2r N 16y(A)I?
)+ 310 [F20) 4 FEOWIEA) + 51 ()]

X PV )
280 = U

where we introduced, for simplified notations, the functions
X(A) =x(A) —€gand (1) = y(A) £ T.

Equation (19) can be proved to be exact by comparing it
with the traditional Bethe ansatz (TBA) result. In the latter,
ng is computed as the integral of the impurity density. This
observation that the SBA and TBA results for n,; agree in
equilibrium shows the connection between the dot occupation
and the dressed phase shift across the impurity. The dressed
phase shift mentioned here is equivalent to the impurity density
as can be seen in the Eq. (C1) in Appendix C. The proof of
the equivalence between TBA and SBA in equilibrium is also
given in Appendix C.

To describe the out-of-equilibrium state we first check if the
steady-state condition % = 0 (or equivalently, % =
0) is satisfied in this basis. As mentioned earlier, these
scattering states are formed by bound quasiparticles with
complex momenta and therefore the single-particle phase
across the impurity is not well defined in the sense that

I)SBA()\.) —
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le’®*| % 1. This problem begins to surface as we set out to
evaluate transport expectation value and renders
d(ng)
dt

B>
= / drop(MAN) # 0, (20)
By

with
y2(r?
[£2(0) + 52 (W)IF2A) + F2 )]

Thus, it appears that using this basis the steady-state condition
is not observed. This problem does not appear when the
momenta are real as in the IRLM case.?’

(2) sep # 0. To remedy this problem we redefine the single-
particle phase shifts across the impurity, in analogy to the
results for the IRLM,* through the choice of nonzero s, in
Eq. (2). With a suitable choice of s., we may restore a well-

AL =

defined single-particle phase |¢/°* | = 1 with § p+ denoting this
new phase. The way we judge whether we make the correct
choice for the new phases § p= 1s to compare the dot occupation
ng in equilibrium before and after the redefined phase. The
explicit form of s,, and phase §,+ is motivated below but first
we show that a single redefined phase is not sufficient to satisfy
the constraint of dot occupation comparison.

Again the choice of new phases is constrained by the
requirement that we obtain the same result for (}__ d!d,)
as given by v3S84(}) in equilibrium. Based on this constraint
it can be shown explicitly that a single well-defined phase

(in the sense of |e’4‘§ﬂi | = 1) is not sufficient to reproduce the
equilibrium vS84(1) as follows: The new dot amplitude &,+

and €,- have to satisfy
4T
B+
41
[£2(0) + 5T MWIFR) + 52 ()]

As both [&,+|> and |é,-|* are positive we see that a single
redefined phase cannot satisfy the above constraints simul-
taneously. Therefore, we have to choose at least two sets of
redefined phases 8 . (with i = s, denoting spin fluctuation
or charge fluctuation to be addressed later) and, along with
them, some distribution functions f' to set the weight for
these phases.

To motivate the idea of searching the correct phase shifts
we come back to the derivation of dot occupation in TBA
picture. In TBA the total energy of the system is described by
the energy of the leads’ electrons and energy shifts from the
impurity,

S 2,0 |2
|ep+| +|ep*| =

~ 215 2
|ep+| |ep*| =

2rn; 1
E=Zm=2x2?+ﬁ0- @1
J J

Based on Feynman-Hellman theorem, which is applicable
in equilibrium (closed) system, we have

COE 105 1 00 15,
<nd>_@_ZZE_Z;—aed .22

The result for Eq. (2) agrees with those obtained from Eq. (C2)
and can be viewed as a third approach to obtain the expectation
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value of the dot occupation. The key observation here is
that this quantity is related to the bare phase shift §,+ + 6 -
and therefore the redefined phases must be proportional to
this quantity. Among them there are two likely candidates

with redefined phase shift given by §,+ + 6,-, describing

. . 8,4+
the tunneling of a bound pair, and o

> L describing the
tunneling of a single quasiparticle. In a sense this is the echo
for the elementary excitations above the Fermi surface in the
Bethe basis characterized by N. Kawakami and A. Okiji*’
as charge-fluctuation excitation, which describes bound-pair-
quasiparticle excitation, and spin-fluctuation excitation, which
describes one-quasiparticle excitation. Another similar picture
is the spin-fluctuation and charge-fluctuation two fluids picture
proposed by D. Lee et al.*! albeit in a different context. We
identify the phase defined by
- ~ S+ + 6,-
§p =8y = L—1 5 E :
) Bt
[With s.p= =572 = Fi(p™ —€a) = T2
spin-fluctuation phase shift and

P—

)— 1] as

Sp— = Sp+ = 5p+ + (Sp— = SZ
[with sepe = 52 = Z[i(p* =€) =TI —1)] as
charge-fluctuation phase shift.
The out-of-equilibrium current is evaluated by the expecta-
tion value of current operator / with (/) defined by

—V2iet
h

(I = <2ﬂﬂwﬂ—@wm¢—ﬂu>a®

in the state |W, ;). Notice that | (0%) = lim_ [/, (—€) +
’»”,L(‘i‘f)] /2 is introduced in transport-related quantity to be
consistent with our regularization scheme which introduces
another local discontinuity in odd channel at impurity site.

From Eq. (23) and the expression for the phases S; and SZ
we have the expression for current as

I, i) = (W, a1, g, 1)
2 B )
= Ee dr op(WLF T W) + fu()I (W]
By

(24)
The corresponding spin fluctuation and charge-fluctuation
matrix element of the current operator based on the spirit of
Landauer transport, denoted as J*(A) and J h(n) with J4(L) =
T, = |g'6"T’1|2 (o = {s,h}) depending on redefined phase
shift 5% only, are given by
sgn[X(M)]F*(R) + y*(A) — ']

Ty =1+ 25
“ VIR + y2(1) — T2 4 4T232() =)

N 2I2%%(0)
J'"X) = — — .
[£2() + T212 = 2y2(M)[T2 — F2()] + y*(R)
(26)
Here sgn(x) = - is the sign function. It is introduced in order

x|
to pick up the correct branch when taking the square root in

the denominator of Eq. (25). This way we ensure that J*())
has the proper limit when U is sent to infinity (cf. Sec. III).
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Other than the motivations mentioned above for identifying
spin and charge fluctuation phase shifts the functional forms
of J*(1) and J"(1) as a function of bare energy x(A) can
also be used to identify these two types of phase shifts (see
Fig. 12 in Sec. III for infinite U Anderson model, the finite U
is similar).

Next we choose the appropriate weight for each type of
phase shift. So far we have not yet been able to deduce
the form of these weight functions f;(1) and f;,(A) and
we introduce them phenomenologically. Let us define phe-
nomenological spin-fluctuation and charge-fluctuation weight
functions as

Dg[e(M)]
(6] = 27
SO = 5001 + Dyle o] @7
and
Dy [0
fuleG)] = ele)] . (28)

Dg[e(M)] + Dple(M)]

Here D,[e())] is the spin-fluctuation density of state, D;[e(1)]
is the charge-fluctuation density of state as defined in Ref. 40,
and e()) is the corresponding dressed energy, that is, the
energy required to produce these spin- and charge-fluctuation
excitations above the Fermi level. Here dressed energy refers
to the sum of the bare energy of adding/removing one bound
state, as in charge fluctuation, or single quasiparticle, as in spin
fluctuation, and the energy shift from other quasiparticles due
to this change. The equation that solves a single quasiparticle’s
dressed energy £(1) reads*

e(h) = [x(A) — p] — / dV KO —2)e().  (29)
B

We wish to compare at this point our approach to the one
taken by Konik et al’'*> The authors’ Landauer approach
is based on an ensemble of renormalized excitations, the
holons and spinons, and the conductance is expressed in
terms of their phase shift crossing the impurity. However,
the leads are built of bare electrons and thus one faces the
difficult problem of how to construct a bare electron out
of renormalized excitations in order to be able to impose
the voltage boundary condition. The basic approximation
adopted, electron ~ antiholon + spinon, is valid only when
the electron is close to the Fermi surface (see N. Andrei®),
and therefore the approach is trustworthy only for very small
voltages. Nevertheless, the dressed excitations framework
seems to give at least qualitatively good results when another
energy scale (such as the temperature or an external field)
is turned on.** In contrast, we construct the eigenstates of
the Hamiltonian directly in terms of the bare electron field
and can therefore impose the asymptotic boundary condition
that the wave function tends to a product of two free Fermi
seas composed of bare electrons. While we do not have a
mathematically rigorous derivation of the weight functions
we introduced, the validity of the scattering formalism is
not restricted to any energy window other than energy
cutoff.
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C. Results for equilibrium and linear response with T; being the Kondo scale derived in Ref. 40 as
In the numerical computation, for the practical purpose, 2UT _ pegronir?
we assumed Kondo limit (U = —2¢4, £ >> 1) form of the T, = — ¢ (32)

spin-fluctuation and charge-fluctuation distributions, that is, o . .
As we use the Kondo limit in our expression for the spin-

1 T: fluctuation and charge-fluctuation distributions, we expect that
Dyle()] =~ - e2(0) + T2 (30) our phenomenological approach works better for large U/ T".
k We also take ¢(A) >~ x(B) — x(A) for numerical convenience

and with B denoting the Bethe momenta boundary given by
5 w1 = po = 0. The dot occupation () d!d,) evaluated by
1 ) these new phases is given by
Dyle(L)] =~ , 31
eI = e+ e+ OV

oo

2

<Z d;‘;da> —2 ( / dr oMY () £,00 + 0" () fu O] + / dr oMV () f,(0) + vh(x)fh(x)]),
= Bl B

(33)
with v*(1) and v" (1) given as
1 ¥2(A) + y2(h) — T2
m):—[1_ [£2(0) + y*(h) — ] }
L VIF0)+ 200 — T?P + 412820,
1 2(0) 4+ y*(0) — T2 D\
5 1+8ym_<1_ [£2() + y*() — ] ><~x<> ) | G
r VIFZO) + y2(0) — T2 + 402820 ) \28(0) — U
hoin 2T'%2(1)
Vi) = | = mn 2 7= 1
[X2(2) + 2] = 2y2 (W[ — X2 ()] + y*(A)
36y(M)CE2(A HONRY
|1+ 212 y(z) 2()~2 4 ~() ’ (35)
[X(2) + I'?)° = 2y2(O)IT? — X2 ()] + y*(A) \2¥(2) — U
[
respectively. We may check whether this choice of phe-  Friedel sum rule.”*>° The Friedel sum rule, which relates
nomenological distribution functions satisfies the condition  the equilibrium dot occupation to the phase shift experienced
in equilibrium that by electrons crossing the dot, is related to zero voltage
conductance by %W:o = 2sin2(n(ﬁd)/2). The zero bias
oo
Z did ) =4 / dr oy GOvSBA() conductance in our construction can be analyzed easily*’ by
o%o . 2
= B noting that at low voltage eV = — uo >~ F(N; — Na) =

00 i 47 fziz o,(M)d). By taking B, >~ B; = B in the expression
=4 (/ drop(M)[V (A fs(A) + v ()\)fh()\)]> - for the current across the impurity Eq. (24) we get the zero
B bias conductance expressed as

(36)
. . dl e? s h
We can see from the top of Fig. 2 that the comparison W o = ;[fS(B)J (B) + fu(B)J"(B)]. 37
between the phenomenological and the exact result for the dot B
occupation in equilibrium is good deep into the Kondo regime Here B = B(u,€4,I',U) is determined by u; = u, = 0.
(€4 =~ —%) and far away from it (¢; > 0) but is worse when The comparison between Friedel sum rule (FSR) result and
we are in the mixed valence region (¢; =~ 0). This discrepancy, the conductance given by Eq. (37) [denoted as (pSBA)] is

due in part to the approximations we made for D;(g) and shown at the bottom of Fig. 2. It displays the consequence of
Dy, (¢), may go away if we took more realistic form of D;[e(}1)] the equilibrium Kondo effect in the quantum dot setup: Due to
and Dj[e(A)] also in mixed valence regime, as suggested the formation of the Kondo peak attached to the Fermi level,
in Fig. 2. However, the numerical procedure is much more  the Coulomb blockade is lifted and a unitary conductance
complicated there. We confine ourself to this simpler limit in ~ is reached for a range of gate voltages €¢; around —U /2.
our phenomenological approach. Again we see that the comparison is good for large U/T°

Another check on our result in equilibrium is to find but poorer in mixed valence regime for smaller U/ I", which is
the linear response conductance through our formulation  consistent with the observation we made when evaluating (/i;)
and compare with the exact linear result given by the as shown in top panel of Fig. 2. Having checked our results
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FIG. 2. (Color online) (Top) (riy) as a function of €, from the
exact result (solid lines) and from Eq. (36) (symbols). (Bottom) The
differential conductance in the linear-response regime, as a function
of €, from the phenomenological scattering Bethe ansatz (pSBA) and
exact linear response conductance from Friedel sum rule (FSR) for
' =0.5,0.25,0.1,and U = 8.

in equilibrium we go on to compute the current and the dot
occupation in the out-of-equilibrium regime.

D. Results out of equilibrium

Now let us begin to investigate the current and dot
occupation change as we turn on the voltage. We start with
the discussion on current vs voltage for various regime. The
current vs voltage is plotted in the inset of figure of Fig. 3 for
different values of U and at the symmetric point €; = —U/2.
Note that we use an asymmetric bias voltage when solving
numerically the integral equations originating from Eq. (6)
with constraint of minimizing the charge free energy Eq. (18):
Namely, we fix @1 ~ 0 (around 1073-1073) and lower .
Therefore, a direct confrontation between the results obtained
from real-time simulations of the Anderson model out of
equilibrium?*?'?* is difficult but the main features of our
calculation match the predicted results: a linear behavior of the
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— /=8

—Q = 251 e U/T=12
8:?,21"1—‘11 I’ i /

— U=l 1= e U1 =24

U=16,r=1 20 ,’ — — Slope=2

2.0 I

0.0

L 1 L
0 1 2 3

FIG. 3. (Color online) d1/dV vs V/T forI' =1, €, = -U/2,
and various U. (Inset) Steady-state current vs voltage curves for
I'=1, ¢, = —U/2, and various U. The dashed line is a line with
constant conductance % plotted for comparison.

I-V characteristics at low voltage, the slope being obtained
from the FSR (2 in units of ¢?/h at the symmetric point),
and a nonmonotonic behavior at higher voltage, the so-called
nonlinear regime. In particular, our calculations show clearly
that the current will decrease as U/ T is increased, which is in
agreement with other numerical approaches (e.g., cf. Fig. 2 of
Ref. 21 for a comparison).

The plots of the differential conductance vs source drain
voltage for different dot levels, €;, tunneling strengths I", and
interaction strengths U are shown in Figs. 3 and 5. Two major
features emerge from these plots: (1) a narrow peak around
zero bias reaching maximal value of 2¢?/ h (the unitary limit)
for values of the gate voltage close to the symmetric point
(4 = —U/2) and (2) a broader peak developing at finite bias.
The first peak is a nonperturbative effect identified as the many-
body Kondo peak, characteristic of strong spin fluctuations in
the system. However, the broad peak is due to renormalized
charge fluctuations around the impurity level. Notice the two
features merge as the gate voltage, €, is raised from the Kondo
regime, ¢; = —U /2, to the mixed valence regime, €; = 0, with
the Kondo effect disappearing. As a function of the bias the
various curves describing the Kondo peak for different values
of the parameters can be collapsed onto a single universal
function d1/dV =dI/dV(V/T}), as shown in Fig. 4. Here
7' is defined as

N2UT  eqeqtvr+r?
wr

e
T

T =c (38)

with ¢; = 0.002. The energy scale T;* was extracted from
the numerics by requiring that the function d1/dV(V/T})
decreases to half its maximal value when V =~ T;*. The
expression for T;*, as given by Eq. (38), differs from
the thermodynamic 7 as defined in Eq. (32). The difference
of prefactor in the exponential is certainly related to the

unusual choice of regularization scheme in the SBA.* The
other possible implication for this different formulation for
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FIG. 4. (Color online) (Top) Zoomed in picture of the differential
conductance vs voltage near zero voltage. The inset shows the
universality in conductance vs voltage scaled by 7;* when TL; < 1.
The quadratic behavior occurs for le* < 0.5 as indicated by the fitted
curve. (Bottom) Differential conductance vs voltage scaled by 7;* near
the Kondo peak structure. The inset shows the logarithmic behavior

when le* > 1.T" = 0.5 for all these data sets.

the Kondo scale is also addressed later when we discuss the
experiment done by L. Kouwenhoven et al.’
The small voltage behavior for differential conductance in
U 12,15

symmetric case, that is, €; ™~ -3, is expected to be

dI 2¢? V2
= ~Z 1—ay(—
dVlv«ry h T

and allows us to identify the constant oy from the quadratic
deviation from 2e2/ h. The quadratic fit of the universal curve
around V =~ 0, as shown in Fig. 4, gives oy >~ 1. It is also
expected for T} < V « % that the tail of the peak decays

logarithmically'? as
dl 2¢7 1
v Th (L)
dv h In (TZ)

The latter behavior is observed (see inset of Fig. 4) in

the regime & > 1 for 10* < 2= < 10* with the logarithmic
k
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20 F +6
— = 15 : 8
€= T | B Log(T, )+6.215 ©
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15 H e =" 22,50
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di/dv(e’/h)

2 3 4
V/4r

FIG. 5. (Color online) d1/dV vs V/AI" for U =8, I' =0.25
and various €, from Kondo (¢, = —4) to the mixed-valence regime
(e4 22 0). (Inset) Comparison of In(7;*) — In(c;) and In(Vyw g ) as a
function of impurity level €,. Here Vyy yy is the voltage difference
estimated at half value of differential conductance at zero voltage.
The constant shift —In(c;) is chosen to give the best fit in the data

U

away from¢; = — 7.

function given by

dl e’ U c
=il (0 wip)
7

with the parameter ¢, = 0.055. Here f (%) is simply a constant
(in V) shift. As suggested from the bottom plot of Fig. 4 (see
also Fig. 14 for the infinite-U case) the charge fluctuation
side peak does not fall into the same scaling relation but the
strong correlations shift the center of the side peak closer to
V =0 (see Figs. 3 and 5). In other words, the position of
the resonance in the d1/dV curve naively expected around
V = |e,| is renormalized*® by the presence of interactions.
In the inset of Fig. 5 we show the logarithm of the voltage
obtained at half width at half maximum (HWHM) of the zero
voltage peak and compare it with

caleq +U) + T2 < \/2ur)
—————  +Inlq
T

InT) =
20T

(after subtracting the constant Inc;). What is important and
universal is that both quantities (In Vgwnwm and In 7;*) exhibit
a quadratic behavior in the gate voltage €,. Similar results
had been found experimentally by L. Kouwenhoven et al.’
when they compare the full width at half maximum of d1/dV
(from which they obtain a Kondo scale T, at finite voltage)
with the temperature dependence of the linear response
differential conductance (from which another Kondo scale Ty,
is extracted). It is suggested from our numerical results that
both In 7}, (in analogy with our 7}) and In 7}, (which is our
T;) follow similar quadratic behavior in €, but differ in their
curvatures by a factor of . In Ref. 5 the curvatures of the
quadratic behavior differ by a factor of around 2 [see Fig. 3(B)
in Ref. 5], which is attributed to dephasing of spin fluctuations
at finite voltage.
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Notice that in all the numerical data shown for current vs
voltage we have chosen % > 8toexplore the scaling relation in
the Kondo regime. Another reason is that our phenomenolog-
ical distribution functions introduced to control the relative
weight for spin- and charge-fluctuation contributions work
much better in the large % regime (cf. Fig. 2).

Next let us study the change in the dot occupation as a
function of the voltage. The extension of the computation of the
dot occupation out of equilibrium is straightforward. Suppose
we find the correct distribution functions f;(1) and f,(1);
then we have vS84(1) = v* (L) £, (L) + v (A) fu(1). Under this
assumption vS84(}) retains its form in and out of equilibrium
and the general expression for (7 ) is

na(p1, 1) = (W, 1, ol fia |V, 1, 12)
o0 o0
=2(/ dx ob(k)vSBA(A)+f dx ob(k)vSBA(A)).
B

1 B,
(39)

As the form for V584 () is proved to be exact in equilibrium,
we regard Eq. (39) as an exact result for (1;) even out of
equilibrium and valid in all different ranges of U, €4, I" under
the assumption that the integrand does not change its form for
in and out of equilibrium, which is the case for general results
of SBA. In the numerical results shown hereafter, we use this
expression [Eq. (39)] for the matrix element of dot occupation
rather than Eq. (36). We adopt the same voltage drive scheme
by fixing @ and lowering .

By using this result we do not need to confine ourselves
to large ¥. The case for different % with ¢, = —% and for
U = 8,I' = 0.25 with different €4 are shown in Figs. 6 and 7.
The main features of these plots are a relatively slow decrease
of the dot occupation at low voltage followed by an abrupt
drop of (ng). The decrease of (n,) takes place within a range
of voltage on the order of I'. Then as we increase the voltage
further another plateau develops. Note that, as expected, the
bigger U is the higher is the voltage needed to drive the system
out of the (n;) = 1 plateau. In a sense the charge fluctuations
are strongly frozen at large U and it costs more energy
to excite them. The voltage where the abrupt drop in (n4)
occurs corresponds to the energy scale at which the “charge
fluctuation peak” was observed in the conductance plots. This
can be seen by comparing the position of the broader peak in
Fig. 5 with that of the abrupt dot occupation drop in Fig. 7.

Similar to the differential conductance we may define the
nonequilibrium charge susceptibility as

9 (riq)
v’

which we obtain by taking a numerical derivative of the dot
occupation data with respect to the voltage. In the case of U =
—e€4/2 there are two features, as can be seen from the inset of
Fig. 6 and main figure of Fig. 7. Near V >~ 0 we see a first small
peak arising with width and height decreasing with increasing
%. We identify this peak as a small remnant of the charge
fluctuations in the Kondo regime. This statement is confirmed
by noticing that this peak goes away as % increases, vanishing
when U — oo as shown in Sec. III, where the infinite U
Anderson model is discussed. The second peak is located at
the same voltage as the charge fluctuation peak observed in the

XC(V)|€d = -
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FIG. 6. (Color online) (ri;) vs V/ I for different U withe; = —%
and the I' = 1 case. (Inset) The corresponding nonequilibrium charge

susceptibility. A small peak shows up near V = 0 for all these curves.

conductance plots and is therefore associated with the response
of the renormalized impurity level to the charge susceptibility.
This can be seen when comparing Figs. 5 and 7.

Another interesting quantity, the usual charge susceptibil-
ity, defined by x.(es)|ly = % can also be qualitatively
described. In Fig. 8 we plot — A<"“) as a function of €; as we
only have a few points in ﬁxed ed for finite voltage. Notice
that x.(e4)|v tends to be a universal curve in large voltage,
indicating charge on the dot remains at some constant value
in the steady state with large voltage. This constant value at
large voltage, as pointed out by C. J. Bolech, is around 0.65
for the ¢; = —% case. In preparing this article we noticed
that a similar computation, adopting the same asymmetric
voltage drive protocol as we have here, is carried out by

R. V. Roermund et al.*? for the dot occupation out of

0.5

04

0.2}

-d<nd>/dV

0.1

0.0 . ———
0 1 2 3 4 5 6

V/4T

FIG. 7. (Color online) — 44} yg V/4T forT' = 0.25,U = 8, and
various €, from Kondo to the mlxed valence regime. We see that the
small peak near V = 0 only appears when ¢; — —%. (Inset) The
corresponding (7i,) vs V /4.
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-A<nd>/A5d

FIG. 8. (Color online) —AAL?) for various fixed voltages as a
function of ¢, for I' = 0.25, U = 8. (Inset) (/iy) vs €, for various

fixed voltages.

equilibrium by using equation-of-motion method. We do get
a similar value for the dot occupation at large voltage. This
value is different from the dot occupation value n; >~ 0.5 at
large voltage when the interaction U is turned off, as shown in
Fig. 13. This difference might have to do with the 0.7 structure
observed in quantum point contact* in high temperature
(temperature is high compared with the Kondo scale but still
small compared with phonon modes or electronic level) and
zero magnetic field as the linear response conductance given
by ny = 0.65 by using FSR is around 0.73. In a sense the
voltage seems to play a similar role as the temperature in
the way it influences the dot occupation. Further connection
between these two behaviors could be clarified by computing
the decoherence factor as in Ref. 22. This decoherence factor
is related to the dot correlation function out of equilibrium,
which can be computed in a three-lead setup*’ by using our
approach.

E. Comparison with other theoretical and experimental results

In most of the other theoretical approaches'’20-2331:32 the

symmetric voltage drive (u; = —u,) is usually assumed to
preserve particle-hole symmetry in symmetric case (€5 =
— %). It is thus difficult for us to make any definite comparison
with other theoretical results. The qualitative feature, as shown
by the black curves in Fig. 9 done by D. Matsumoto® by
using perturbation expansion in U at strong coupling fixed
point, is similar to our results in the sense that the height
of the charge fluctuation side peak and width are almost the
same. The major differences are in the shape of the Kondo
peak and the position of the charge fluctuation side peak.
A clear signature of renormalized dot level €4, as hinted in
renormalization computation,*®*? is clearly seen in our result.
The shape of Kondo resonance near zero voltage deviates from
its quadratic behavior expected from Fermi liquid picture at
smaller voltage in our case, as is expected for asymmetric
voltage drive.'*10
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FIG. 9. (Color online) Comparison of our theory with perturba-
tion expansion in U done by D. Matsumoto on d//dV (y axis in units
of 2¢%/h) vs V/U (x axis). Our data (blue, purple, and brown lines
correspond to % = 0.13, 0.083, and 0.063, respectively. A shown in
the inset is " in our notation. EQ in the inset is conductance computed
by equilibrium density of state which is not relevant to our discussion
here.) are shown as the main figure and Fig. 8 in Ref. 23 is shown
in the inset. In Ref. 23 the voltage is driven symmetrically, that is,
1 = — o, rendering the factor of two difference in the voltage (i.e.,
£ = 0.5 in our case corresponds to &~ = 1 in the inset; e = 1 in our
convention) in comparing our result with that in Ref. 23.

We can also compare our results with experiments. Shown
di

in the inset of Fig. 10 is the & vs V measured in Co
ion transistor by J. Park et al.® We rescaled the differential
conductance and superimposed our numerical results on
the data graph. The measurement was done by using an
asymmetric drive of the voltage (by keeping pn; =0 and
changing 11, to be larger or smaller than zero) and thus there is
an asymmetry in the differential conductance as a function of
voltage as illustrated in the data curve. In our numerics we only
compute the scenario for u; = 0 and lowering u, (only for
V > 0 region of Fig. 10). The V < 0 region is plotted by just
a reflection with respect to the V = 0 axis, which illustrates
the case of u, =0 and lowering ;. To compare with the
correct voltage setup on the V < 0 side as in experiment will
involve computations within a different parametrization for
the bare Bethe momenta, which is beyond our current scope.
The comparison on the V' > 0 region shows good agreement
between our theory and experimental result. The discrepancy
on the width of the charge fluctuation side peak could be due
to the vibron mode.** To describe these types of transistors
we start with the Anderson-Holstein Hamiltonian. We are
currently exploring the possibility of solving this model by
the Bethe ansatz approach.

III. INFINITE U ANDERSON MODEL

In the limit of % — oo the finite U two-lead Ander-
son impurity Hamiltonian becomes the two-lead infinite U
Anderson model. The latter model is closely related, via
the Schrieffer-Wolff transformation,® to the famous Kondo
model, a model of spin coupled to a Fermi liquid bath. The
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FIG. 10. (Color online) Comparison of theory with experiment of
dI/dV (y axis in units of €2/ h) vs V (x axis in units of mV). (Inset)
The original data graph published in Ref. 6. The red dots are given by
our theory for % = 8 with voltage rescaled to fit with original data in
units of mV. The value of differential conductance (experiment data

in black line) is rescaled from (0.6,1.3) to (0,2) in unit of %

reason for that is simple: since U — oo the charge fluctuations
are essentially frozen out and only the spin fluctuations
dominate the low-energy physics. The Hamiltonian is given
by

A=Y / dx Yl CO(=10)Wio () + eadfdy

i=1,2
+ 41y, (i, + dl by, ). (40)

Here the bosonic operator b is introduced to conserve b'b +
> dj:d(, = 1 and by applying the slave boson technique we
project out the phase space of double occupancy occurring in
finite U case. The corresponding Bethe momenta distribution
function for the infinite U Anderson model is given by

B>
20(A) = % — / dANK(A — Ao (A)

o]

By
— / dN'K(A — N)o(N), 41
—0Q
with K(A) = ot
Equation (41) can be derived directly following the proce-
dures in the finite U Anderson model. It can also be derived
from the finite U result [Eq. (6)], by taking the large U limit

U >e,U>»T):

) 1| EHieVGE )+
U 2 2
ﬁ;_ﬁﬁ%w W
2 2
Lol 2 A A
ca )y
o) \/—(%+i)+[(%+%)2+5—i]1/2
U 2
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1 () o T
- oU™™)~ —,
— ( il +0OWU™) U
with A = —%. Similar procedures as in Appendix C give the

matrix element voSfA(A) for the dot occupation in the infinite
U Anderson model in equilibrium to be

2r

SBA _
Ve (M) = o

(44)

In going to the out-of-equilibrium regime (u; # @) we
follow the same phenomenological method as for the finite U
case. The result for the spin-fluctuation and charge-fluctuation
contributions to the dot occupation are given by

s 1 €4 — A
V(A) = o (1 - >
V(eq — A)> 4412 @)
\ 2r
Voo(A) =

(A — € + (21

We again check the consistency with the exact result for the
dot occupation in equilibrium, namely,

B
<Z d;do> - 4/ dA op(ASEA(A)
o D

B
_4 / dA oy (ML (A) FX(A)
D

F VB (M) FE(M)).

Here D is related to the bandwidth and B is determined by the
equilibrium Fermi energy p; = puy = 0. f°(A) and f,>°(A)
are expressed as

f;OO(A) — Tkoo/n =
(A — B? + (T)
2r

(A — B —¢;)2+ (22"

J () =

Here the Kondo scale 7;>° used in f;(A) takes the form>!

T = «/10|D|Fe_ﬂ\%d\.
T

The results for the dot occupation and FSR check in the
infinite U case are shown in Fig. 11. Again we see a
nice match between our phenomenological approach and the
exact result for |EF"| # 0 and some mismatch in the mixed
valence region |€Fd| 2~ (. This is consistent with the results for
finite U.
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FIG. 11. (Color online) (Top) (7i4) vs %d for exact TBA results
and pSBA. (Bottom) Linear response conductance d1/dV |y_¢ Vs %"
for exact result (FSR) and pSBA in the infinite-U Anderson model.
? = —100. Similar to the case of finite U, the comparison with the

nearby mixed-valence region (e, =~ 0) is poorer.

The corresponding spin and charge fluctuation matrix
element for current, J3 (A) and J;’O(A), are given by

By =1— A
V(eg — A)? + 412
p 2r?
JhA) = (46)

(A — e+ (2%

The current expectation value is given by

“ 2 B
== /B dAG(M[IE AV FZA) + I M) F2(A)],

2

where B; and B, are related to u; and w, by minimizing
charge free energy F

B By
F=2 </ dA (M)A — 1) + / dA o (M)A — m)) .
D

D
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FIG. 12. (Color online) J,(A) and J,(A) vs Bethe momenta A
(scaled by I') in the infinite-U Anderson model. %’ = —4 in this
graph. A similar graph appears for the finite-U case with the x axis

replaced by the real part of Bethe momenta x ().

Before we proceed to discuss the numerical results for
current vs voltage in this infinite U model let us look at the
structure of J5 (A) and J" (A) as a function of A as shown in
Fig. 12. A here represents the bare energy of the quasiparticle
and plays the same role as x(A) in the finite U Anderson model.
J3,(A) alone would reproduce the main feature in the FSR for
€4 < 0. In this region the linear response conductance comes
mainly from the spin fluctuations. The upper plot of Fig. 12
fixes €; and shows J5 (A) vs A. We may also fix A =0 (in
the sense of choosing the equilibrium Fermi surface energy
at A = 0) and plot JS (e;) vs €. In this way we can see that
J5.(eq) vs €4 reproduces the overall structure of the linear
response conductance from the Kondo region (¢; < 0) to the

mixed valence regime (e; >~ 0). Therefore, we identify the
phase shift %, contributing to J3 (A), as the phase shift

related to spin fluctuation.

JI(A) gives a Lorentz shape in bare energy scale A. This
structure is akin to the charge fluctuation side peak with the
peak position at energy scale around €, as seen from the lower
plot of Fig. 12. Thus, we identify the phase shift §,+ + §,-,
contributing to J;‘O(A), as the phase shift related to charge
fluctuation. These structures also apply to the case of the finite
U Anderson model.

Now let us discuss the out-of-equilibrium numerical results.
The voltage is again driven asymmetrically by fixing p; >~ 0
and lowering ;. The exact dot occupation vs voltage for
different €, for infinite U and U = 0, % = —6 case (black
square dots) are shown in Fig. 13. We see again that the dot
occupation decreases slowly at low voltage and develops an
abrupt drop at a voltage scale corresponding to impurity level
€4. Also notice the apparent difference between the U = 0 plot
(black square dots) and the U — oo case (red circle dots) and
for the same value of £. For U — o0, the dot occupation at

T
large voltage is around 0.65 for $ < 0 which is consistent

with the result of the finite U case when % is large (cf.

Sec. I D). In contrast, the noninteracting case (U = 0) shows
that (ny) — 0.5 at large bias.
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FIG. 13. (Color online) (ii;) vs % in the infinite-U Anderson
model (for red, blue, and purple symbols corresponding to & =
—6, — 5, — 4. The black symbols are the U = 0 and %‘1 = —6 case

shown for comparison). % = —100 in this graph.

The phenomenological current vs voltage and the corre-
sponding differential conductance vs voltage are plotted in
the top panel of Fig. 14. Again we see the zero bias anomaly
and a broad charge fluctuation side peak in the differential
conductance vs voltage. The scaling relation of differential
conductance vs voltage expected in the small-voltage region
can also be extracted by rescaling the voltage by T,>°%, as
shown in bottom figure of Fig. 14. Here T,>°* is given by

VIOIDIT _ea
I—— r.

TOO* —
k T

Notice that this 7,>°* differs from 7;>° with a factor of two
within the exponent. This factor of two difference represents
the difference in the curvature of the parabola as function
of ¢4 (the logarithm of half width at half maximum of the
Kondo peak vs €; shows parabolic curve as in inset of Fig. 6
for finite-U case). This factor of two ratio bears even closer
resemblance to the results shown in Ref. 5. Note that in bottom
panel of Fig. 14 the positions of the side peak are different and
show no universality in that region. It shows universality for
le* <1

IV. CONCLUDING REMARKS

In this article we have explicitly computed the nonequi-
librium transport properties in the Anderson model for all
voltages using the SBA. In the case of equilibrium we have
also shown the equivalence of traditional Bethe ansatz and
SBA by evaluating dot occupation in equilibrium. For the
expression of current we have introduced phenomenological
distribution functions to set the weight for spin-fluctuation
and charge-fluctuation contributions to the current. The result
shows correct scaling relation in Kondo regime as well as
satisfying the FSR for linear response for large %

Other interesting quantities, such as the nonequilibrium
charge susceptibility or the usual charge susceptibility, are
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FIG. 14. (Color online) (Top) j—"/ Vs % in the infinite-U Anderson
model. The inset shows the I — V curves for these parameters.

L = —100 in this graph. (Bottom) 4L vs le* shows the scaling
relation near zero voltage for < = —6, — 5, — 4 (blue, purple,

r
brown, respectively).

computed numerically via exact expression for dot occupation
as a function of voltage and impurity level. We believe this
report of an exact computation of the dot occupation out-
of-equilibrium may have interesting application in quantum
computing as we understand more the dephasing mechanism.
We have also compared our results with perturbation calcula-
tion and experimental measurement of nonlinear differential
conductance of a quantum dot.

The major difficulty we encounter by using SBA comes
from the single-particle phase shift for complex momenta
which leads to a breakdown of the steady-state condition when
out of equilibrium. One possible issue resulting in this is the
local discontinuity at odd channel s,,, the choice we made
to enable us to construct a scattering state with fixed particles
from lead 1 and lead 2. It can be proved that without this choice
we cannot write a fixed number of particles incoming from
each lead®® in this Anderson impurity model and similarly for
IRLM. The other issue in the study of the Anderson model
is whether we shall include all possible bound states in the
ground-state construction. From the mathematical structure
we choose four types of bound states but the results from
charge susceptibility seems to suggest two types of bound
states is the correct choice. To check whether this is in general
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the correct we plan to come back to study the whole spectrum,
which includes the bound state when Bethe energy is higher
than the impurity level, of IRLM as this model bares structure
similarity to the Anderson model described in this article.
Following the SBA on IRLM? there are lots of numerical
approaches and different exact methods®’ developed for this
model and detailed comparison for different approaches
is desired for better understanding its physics and scaling
relation. By learning how to deal with complex momenta in
this model we may also find the rule which may lead us to
the exact expression for current in this Anderson impurity
model.
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APPENDIX A: DISCUSSION OF TWO STRINGS
VS FOUR STRINGS

As we have discussed in the main text the bound pair,
formed by p= (L) = x(1) F iy(L), can be formed by quasimo-
menta from lead 1 or lead 2. We have shown the results for
two types of strings (bound states). Namely, the strings are
formed by {ij} = {11,22}, with i, j denoting incoming lead
indices. In this section we discuss the case of four types of
strings and show their corresponding numerical results in the
out-of-equilibrium regime. (In equilibrium the two strings and
four strings give the same results for dot occupation.)

The density distribution for the Bethe momenta (rapidities)
is denoted by o;;(A) with {ij} = {11,12,21,22} indicating the
incoming electrons from lead i and lead j. The o;;(1) is given
by

40;;(0) = ldx(’\)— 3 f dx K — oy (V).

i,j=1,2
(AD)

The factor of 4 indicates four types of possible configurations
and the constraint of exclusions in rapidities A in solving
the quantum inverse scattering problem. The idea is that in
equilibrium four types of distributions are equally possible
for each bound-state bare-energy 2x(A). The B;; play the role
of chemical potentials for the Bethe ansatz momenta and are
determined from the physical chemical potentials of the two
leads, u;, by minimizing the charge free energy,

F= Y=ty =3 [ ) - o,
i i VB
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FIG. 15. (Color online) j—(, Vs Lr for U =8, I' =0.25, and
various €; from €; =

—% to €, = 1. The inset is the enlarged region
near zero voltage.

with o(y = 2011 + 012 + 02 the lead 1 particle density and
o) = 202 + 012 + 0 the lead 2 particle density. In the case
of wu; > up wehave By < By, = By < By, for this finite-U
Anderson model but the equation for o;;(1) is the same for
different combinations of i and j. The reason is we use a
quasihole state, rather than a quasiparticle state, in the integral
equation Eq. (A1) in the treatment of Wiener-Hopf approach.
For example, for B;; < A < By there could be three types
of quasiparticle state {ij} = {11,12,21} and we put the {ij} =
{22} state as the quasihole state. This hole state still counts one
weight of the probability of four distributions and therefore the
factor of 4 on the left-hand side of Eq. (A1) remains even out
of equilibrium. A similar idea is also applied in the two types
of bound state (strings) solution.

Other than their differences in the density distribution the
computations for the current and dot occupation expectation
value are quite similar to the two-strings case. We show their
numerical results in the following.

The differential conductance vs voltage as shown in Fig. 15,
obtained by taking numerical derivative on current vs voltage
data, essentially gives the same picture as in the two-strings
case, namely, a sharp Kondo peak near V =0 and a broad
side peak corresponding to charge fluctuations. In the case of
(ng) vs V, however, there is an additional feature occurring
at an energy scale higher than the energy scale of the charge
fluctuation side peak (corresponding to the voltage position of
second peak shown in the inset) as shown in Fig. 16. This is
especially apparent if we looked at the nonequilibrium charge
susceptibility as shown in the inset of Fig. 16.

As we do not expect there should be any further charge
fluctuations, we rule out, by physical argument, the possibility
of the four-strings configuration.

APPENDIX B: TWO-PARTICLE SOLUTION
AND CHOICE OF s,,

For the two-particle solution we follow a similar construc-
tion as in P. B. Wiegmann and A. M. Tsvelick’s work and the
SBA approach developed by P. Mehta and N. Andrei.?* Since
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in the U = 4 case.

Eq. (1) is rotational invariant the spin quantum number is
conserved. We show the solution with both particles with spin
singlet incoming from lead 1 as an example in the following.
Spin quantum number in z direction S; is a good quantum

number and we can write the two-particle solution of the
S, = 0 state as

W) = { / dx1dx,{ Ag(x1 x)Y L (x)W ]| (x2) + Ch(x1.x2)

SR ANCANCS B TICTIRey (ANCDANNES
— 9 vl el + / dx[Ae(x)(¥ (x)d]
— ¥, 0)dl1+ Bo)ly ! (0)d] — vl (x)dh)

+Amd1d1}|0>.

Here A, AB C are arbitrary constants to be determined later. To
satisfy H|W) = E|¥) = (k + p)|V) we have

0 = [—i(dy, + dx,) — Elg(x1,x2)
+1[8(x1)e(x2) + 8(x2)e(x))], (B1)

0 = [—i(dy, + dx,) — Elh(x1,x2), (B2)

0= [—i(0y, + 9y,) — E1j(x1,x2) + 18(x)o(x2),  (B3)
0= (—id — E + eg)e(x) + 1g(0,x) + t8(x)m, (B4)
0= (—idy — E + €g)o(x) + 1j(0,x) (B5)

0 = (U + 2e4)m + 2te(0) — Em. (B6)
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For U = 0 the model becomes noninteracting and the two-
particle solution becomes a direct product of two one-particle
solutions:

W) = (Y1) ® [¥p1) + [¥p1) ® 1Y)
= / dxidx{[ge(x) vl () + e, () +ed ! 8(x)]

X [8p()¥!, (12) + hp(x2) )| (x12) + €,d ! 8(x2)]
+ (XYL (1) + hp ()WL (1) + €pd 8(x1)]
x [gr ()W), (x2) + M) W) (62) + exd [ 8(x2)1}10).
Therefore, at U = 0 we have
g(x1,x2) = gr(x1)gp(x2) + gr(x2)gp(x1),
h(x1,x2) = he(x1)hp(x2) + hi(x2)h p(x1),
JOxe1,x2) = gr(xhp(x2) + hr(x2)gp(x1),
e(x) = exgp(x) + epgr(x),
o(x) = exh,(x) + ephi(x),
m = 2epey.

Now for U # 0 we derive the solution of this form:

g(x1,x2) = Zip(x1 — x2)gr(x1)gp(x2)

+ Zp(x2 — x1)8k(x2)8 p(X1). B7)
Plugging Eq. (B7) into Eq. (B1) we get
e(x) = Zyy(—x)gp(x)ex + Zip(x)gr(x)e,. (B8)

Plugging the above two results and Eq. (B4) into Eq. (B6) we
get for m = 2Z;,(0)exe,

[_iaxzkp(_x)]gp(x)ek + [_iaxzkp(x)]gk(x)ep
—tZyp(—x)epd(x)ex — t Zyy(x)erd(x)e,
+ Ztka(O)ekep =0, B9)

Zt[ka(O)gp (O)ek + ka (O)gk (O)ep]

221y Osexey = prk—U—2¢

(B10)

Now taking Zj,(x) = e % 0(—x) + e ?0(x) we get

_ —Ut? 5 _ k+p—2e
tan(d)k,,) = m and ka(o) = msz(O).

Defining I' = 2 and B(k) = k(k —2¢; — U) as in Ref. 8 we
can rewrite tan(¢y,) = WUBF@)]'
From Eq. (B2) we can write h(x;,x;) as

h(x1,x2) = Zp(x1 — x2)hi(x1)hp(x2)

+ ZP0( — x)hi()hp(x), (B
with arbitrary ZZZ(X1 — x3). Now write j(xp,x3) as
Jx2) = Zip(xi — x2)gr(xi)h p(x2)
+ Zi (0 — xDhi(x2)gp(x1),  (B12)

again with Zi7(x; — x2) undetermined. Plugging Eq. (B12)
into Eq. (B3) we get o(x) is written as

o(x) = Z,i;(—x)h,,(x)ek + Z,f;(x)hk(x)e,,. (B13)
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Now if we choose Z,ﬁ;(xl — Xx2) = Zyp(x1 — x2) and plug
Egs. (B12) and (B13) into Eq.(B5) we get

(—k + €n)Zip(=x)hp(x)ex + (—p + €a) Zyp(x)hi(X)ep
+ t[Zip(=x)h ()8 (0) + Zip(x)hi(x) g, (0)]
+ (—D)[0x Zip(—2)]h p(x)ex + (—i)[0x Zp(x)] i (x)e )
= —2sin(¢y,)[hp(0)er — hi(0)e,] = 0. (B14)

To satisfy Eq. (B14) we can set h,(0) = 0 for arbitrary p.
This can be done by choosing s,, = —4 in Eq. (2). Now
since Z,f;(xl — x3) is arbitrary we can choose Z,‘j;(xl —X2) =
Zyp(x1 — x2). Also from Eq. (B10) we have

p+k—2e

7 (0) = LK 2€a
W) = T U~ 26

Zip(0). (B15)

Since the Hamiltonian in Eq. (1) has rotational invariance
the general form of the scattering matrix for particles with
momentum k, p and spins a;,a; is given by

Sara(k, p) = bk, p) + c(k, p) Palaz, (B16)

where 13;1:;2; = %(12; . 132 + 351: - 3,42) is the permutation op-
erator in s/pi/ns. For antiparallel spins (singlet state), as shown
above, P‘Z'(Zz = —1, thus we have
bk — etk = 2
_ B(k)— B(p)—i20T
~ B(k)— B(p)+i2UT"

(B17)

For the triplet state (P;s; = 1) the interaction term with the
impurity is absent and the particles passing through each other
without changing their phase,

b(k,p) + c(k,p) = 1. (B18)

Thus, from Egs. (B17) and (B18) we get the two particle S
matrix as

I I
aill]» aiai

S,(k )a;a; _ [B(k) - B(p)]la,-a_,- + iZUFPa,-a_,-
Plaa; = TR0 — B(p) + 20T

(B19)

Thus, the integrability of two leads with the Anderson-type
dot system is the similar to the integrability of one lead in the
Anderson model.

The choice of identical two-particle S matrices (by choosing
Sop = —4) enables us to construct the scattering state labeled
by lead indices by choosing appropriate A, B,C in this even-
odd basis. For example, if both particles are coming from

lead 1, we choose (A,B,C) = Ao(g,%,i—z) such that the
amplitude of the incoming state from lead 2 is zero (Ao being
an overall renormalization constant). We can therefore label
the eigenstate by the incoming state from lead i and/or lead j.
Without this s,, term we cannot write back from the even-odd
basis to the lead-indices basis in this two-leads Anderson

model and similarly in IRLM in Ref. 25.
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APPENDIX C: EQUIVALENCE OF TBA
AND SBA IN EQUILIBRIUM

Equation (19) can be proved to be exact by comparing
it with the traditional Bethe ansatz where (3, did,) =
2 [5° d) Gimp(X) with impurity density oimp(2) given by
8p+ + 6,-

2

The driving term (first term) of Eq. (C1) is expressed by
a bare phase shift §,+ + §,- and thus we can view imp(A)
as the dressed phase shift across the impurity. By comparing
Eqg. (C1) and Eq. (6) in equilibrium [o;(X) = 03()) describing
bulk quasiparticle density when B; = B, = B], we get

® o o (14X
/B O—1mp( )<7 d )

=2 f Y op(M) (M) (C2)
B

Oimp(A) = - /OO d) K(h — M)oimp(A).  (C1)
B

2

by noting that the integration kernel K(A — 1) is symmetric
in A and )'. Since the equality is true for arbitrary B we can
also rewrite Eq. (C2) as

o) 00 5 + S -
/ A2 Gimp(A) = 2 / d)op(1) (%)
B B -2 x

d

o0
= 2/ dr oW EA),
B
and the resulting v784(1) is given by
EQEZH + 51 ()
BPL+50

—FO) 5 — -0

TBA
A) =
V=

(€3)

Now let us show the computation for vSBA(L). First we
write the one-particle state of Eq. (1) in the even channel (with
Sex = 0 for the moment) as

lk,o) = / e®al, (x)dx|0)
= [ 1@+ a0, + Balswidxo). €

Solving A |k,o) = k|k,o') we get
—i(—=1+ Ay) + Byt =0,

1+A
€iBr +t K = kBy.
k—eq—i
Thus, we get Ay = —~—% and By = ——. We may
—egt+ity k—eq+i's

also define g (x) = e'P*(6 4+ Ay0) and e, = By to have easier
comparison with Wiegmann and Tsvelick’s work. The two-
particle state is obtained by constructing the product of the
two-aip,a(x)-particle state with the appropriate two-particle S
matrix expressed in Zg+p-(x] — x2).

In principle, we use |W, Ny, N,) as the many-body state to
compute expectation value. However, the simplification here,
similar to the case of IRLM in Ref. 25, is that different A
[corresponding to different p(A)] are orthogonal to each other
in the L — oo limit. Thus, the many-body expectation value
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can be obtained via two-body computation and the rest just get canceled by the normalization factor. To put it more explicitly, let

us denote p; as the real part of the complex pair p[-i. Different | p;) is orthogonal to each other under the condition of size of the

leads taken to infinity, or % — Q0 as L — oo fori # j. Thus, the evaluation of the matrix element for operator 6 is given by

(p1.p2,...,10lp1,p2, - ) Z (pilolpi)

(p1:p2, - sIP1LP2s - 2) — {pilpi) ’

Based on this result we demonstrate the explicit computation for dot occupation by two-particle wave functions in the following.
Denote |W) as the two particle solution. We may write spin singlet state as

0) = [ dnndindle ™20~ al G, G0

= / dx1dxa{ Zip(x1 — x2)[gk(x)gp DV )Y, (x2) + gixn)e, ¥l (x1)d ] 8(xa)
+ e gp()d ]SV (12) + exepd]d] 5(x1)8(x2)] — Zip(x2 — x1)[8k(x2)gp (X)W, (X)) (x1)

+ge(xe, ¥l (x)d[8(x) + ergp(xn)d] ()l (x1) + exe,pd|dlo(x)8(x2)1}10)

= { fdxldxz[zkp(xl — x2)8k(x1)gp(x2) + Zyp(x2 — X1)gk(xz)gp(x1)]l/fj¢(x1)¢j¢(xz)

+ / dxX[ Zip(X)gk(X)ep + Zip(—x)gp (e [V, (0)d] — vl (0)d]] + 2ere, Z4,(0)d | d] } 10,

with A denoting antisymmetrization and Zy,,(0) = %Z@(O).

Solving Fllk,a;p, — o) =(k+ p)lk,o; p, — o), we obtain
(k= p)k + p—2e4 —U) —iUt?
k—p)k+p—2e—U)+iUt?

Zip(x1 — x2) = 0(x1 — x2) + 0(x2 — x1).

For the case of bound states the two-particle S matrix is given by Zy+-(x; — x2) = 8(x; — x2) = 07,. The normalization factor
and matrix element of dot occupation given by the even channel two-particle wave function are

(V) = /dyldyzfdxudxz[%gk+(yn)gk—(yz)+9£’1gk+(yz)gk—(y1)]*

X [0128k+ (x1)gr-(x2) + 03 8+ (x2)gi- (x1)]8(x1 — y1)8(x2 — y2) + 2 / dy / dx[0(y)gr+(y)ex-

+0(=y)g- (e 1 [0(x) g+ (x)ex- + O(—x) gk (x)ex+18(x — y)
+ dlexex- Zirik- (0)]* [ex+ ek~ Ziwi-(0)],

S ewldld,w) =2 [ dy [ dxtog (e +0-y)m (e W (Der- +0(-)ge (Dew 1x = )

+ 8lex+ex Ziri—(0)]*[ex+ ek Zi+i (0)]
=2 { / dx[0(0)|gr+ (ex- > + 0(=x)|ge- (ex+ ] + 4legs - Zm(onz} :
Note that the even-channel bound state can be written as sum over the bound state of {11,12,21,22} (four-strings type) or {11,22}
(two-strings type) with the same real part of energy kK = x(1). This can be viewed as the consistency counting from the Fock

basis to the Bethe basis as electrons in lead 1 and lead 2 has fourfold degeneracies in its initial state (two different spins in each
lead). Also note that

/ dxidxs 05| g+ (x1)g-(x2)|* = / dxydx; | €D @) 40, A ) + 02 A1-) 2601

= /dxldxz e 2 210,0)01 + 6102012 Axr + 0162012 A Ay |

L 1—e %L o (L=
- (3~ ey ) O meact)+ (S ) wer
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L
/ dx 0(x)| gk (e |* = / dx 0(x)|e! ®FHEX[0(—x) + Apr O(x)]er-|* = / dx e 5| Agr e |?

1

2

0
2 2
k—e;+i& —ill t _ 1 t
k—es+i&+ilk—es—i&+il| 2&|k—es+i& +il|’

0
f dx 0(—x)|gk- (e |* = f dx (—x)|e CTET[9(—x) + Ap-0(x) e+ |* = f dx e | Ap-eg+|?

1 t

—L
2

2

S 2(k—
with Z+-(0) = ﬁ

and taking L — oo, thus preserving % terms only, we get
(VY did, V) _ 1

_ ' sBA
(W) AR

k—e;+i& +il

k]

Zi+-(0)and Z;+;-(0) = % based on our regularization scheme. By expressing k = x(A) and & = y()

(©5)

1 2r N 16y(\)I? ( (0 >2
L | 2200457100 [F20) + FZOWIFE0) + 7301 \280) —U ‘
By expressing v" 84 (%) and vSBA(1) in A explicitly we see that v7B4(%) = vSBAQL). Since (Y, dld,) =2 [ dAoimp(2) in TBA
we have proved that the expectation value evaluated by the state we constructed is exact and the equivalence of SBA and TBA

in equilibrium in this two-lead Anderson model.
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