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The electron-phonon coupling strength of the (
√

3 × √
3)R30◦ Bi/Ag(111) surface alloy is investigated by

temperature-dependent angle-resolved photoemission. The electron-phonon coupling strength for the Rashba-
split surface state, as expressed by the mass-enhancement parameter λ, is found to be of the order of 0.55 with
little change over the investigated binding energy range between 200 and 700 meV. This coupling is much
stronger than for the clean Ag(111) surface state or for bulk Ag. It is, however, not found to increase near the the
top of the band, where the density of states has a singularity.

DOI: 10.1103/PhysRevB.83.155451 PACS number(s): 73.20.At, 71.70.Ej, 79.60.−i

I. INTRODUCTION

The issues of electron lifetimes in general and the electron-
phonon coupling in particular are important for many chemical
and physical processes and their detailed understanding is sub-
ject to a considerable amount of theoretical and experimental
work. The surfaces of the noble metals have been a particular
focus of attention since their electronic states can be described
well by current theory1,2 and since it is possible to prepare
surfaces to such high quality that lifetime investigations
with angle-resolved photoemission spectroscopy (ARPES) or
scanning tunneling spectroscopy (STS) become feasible3–8

(for a review, see Ref. 9). For the noble metals good agreement
between the experimentally determined and calculated cou-
pling strength is obtained and the electron-phonon coupling
for the electronic surface states turns out to be very similar to
that of the bulk states.

In this paper we investigate the electron-phonon coupling
for a modified noble metal surface, the (

√
3 × √

3)R30◦
surface alloy, which is formed when 1/3 of the silver atoms
on Ag(111) are replaced by bismuth. Our study is motivated
by the particular electronic character of this and similar
surface alloys. (

√
3 × √

3)R30◦ Bi/Ag(111) supports surface-
localized electronic states which are strongly split by the
spin-orbit interaction10 and it is thus possible to investigate
the electron-phonon coupling in a situation relevant to spin
transport and spintronics applications.

The dispersion of the electronic states near the Brillouin
zone center can be described by a Rashba model11–13 in which
the free-electron-like dispersion of the electronic states is
modified such that the dispersion is given by

E(k) = E0 + h̄2k2

2m∗ ± α|k|, (1)

where E0 is an energy offset, m∗ the effective mass, and α a
parameter measuring the strength of the spin-orbit interaction
and the potential gradient at the surface. The splitting of the
bands is caused by the two possible signs for the last term.
It leaves the band structure completely nondegenerate, except
for k = 0, where the degeneracy is protected by time-reversal
symmetry. A similar spin-orbit splitting of surface electronic

states is observed for materials involving heavy atoms such as
Au (Ref. 14) or Bi (Refs. 15–18) and alloys such as Bi2Se3

(Ref. 19). It is also found for two-dimensional electron gases
at semiconductor surfaces or interfaces but there the splitting
is too small to be observed by ARPES.20,21 The splitting is
absent in many bulk materials because the potential gradient
which gives rise to a finite α is incompatible with the bulk
inversion symmetry, which is often present.

The special interest in (
√

3 × √
3)R30◦ Bi/Ag(111) and

several similar systems involving Cu as a substrate22 or other
heavy elements on the surface, was first caused by the strong
splitting of the bands10 but it soon became apparent that a
genuine novelty lies in the design freedom arising from the
possibility of combining different substrates, heavy atoms, and
additional adsorbates. Indeed, it was established that both the
strength of the spin-splitting and the position of the Fermi
level can be tuned via alloying23,24 or adsorption.25–27 This
is particularly interesting since it offers the possibility, at
least in principle, to change the (spin) transport properties
of the surface alloy. (

√
3 × √

3)R30◦ Bi/Ag(111) has thus
been an important model system for such concepts, even
though it became clear that the electronic structure28 and spin
texture29,30 can deviate from a simple Rashba model.

The dispersion, density of states (DOS), and spin texture of
the Rashba-split surface state on (

√
3 × √

3)R30◦ Bi/Ag(111)
are sketched in Fig. 1. The state has a negative effective mass
such that the strongly split parabola points toward higher
binding energies. The dispersion is divided into two regions:
region I between the top of the band and the degeneracy point
at k = 0 and region II for higher binding energies. The color
of the bands is chosen such that blue denotes the inner branch
and red the outer branch of the split parabola. The size of
the Rashba splitting is given by the characteristic energy ER

and wave vector k0 defined in the figure. The spin texture at
a constant energy surface is different for regions I and II. In
the former the spin rotates in the same sense on both constant
energy contours, whereas it rotates in the opposite sense in
region II [Figs. 1(c) and 1(d)].

A particularly interesting implication of the splitting is
found in the DOS which is sketched in Fig. 1(b). While a
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FIG. 1. (Color online) (a) Qualitative band dispersion of the
Rashba-split state with the definition of the characteristic parameters
describing the splitting. Red and blue are chosen for the outer and
inner branch of the dispersion, respectively. (b) Corresponding DOS
for the outer (red) and inner (blue) branch. The gray area represents
the case without spin-orbit splitting. (c),(d) Spin texture on constant
energy surfaces in the region above and below the degeneracy point.

two-dimensional free electron gas has an energy-independent
DOS (shown as a gray area), this is not so for a Rashba-split
state. Here the DOS is plotted separately for the inner and
outer branches. The inner-branch DOS gradually goes to zero
as the crossing point is approached but the outer branch shows
a singularity at the top of the band.

This singularity in the DOS, which resembles a one-
dimensional rather than a two-dimensional situation, has been
proposed to have several interesting consequences.31,32 If it
is close to the Fermi energy, the singularity can be expected
to have a pronounced influence on the system’s properties.
In particular, it can influence the strength of the effective
electron-phonon coupling32 and facilitate the transition to the
superconducting state.33 While the top of the band is around
100 meV away from the Fermi energy for (

√
3 × √

3)R30◦
Bi/Ag(111) and the state is thus irrelevant for transport
properties, it has been shown that this energy can be tuned
continuously by substituting Bi with Pb in the surface alloy.
In fact, for the pure (

√
3 × √

3)R30◦ Pb/Ag(111) alloy the
bottom of the band lies far above the Fermi energy.23

Systems with a tuneable Rashba splitting are also of strong
interest for spintronics applications, starting from the seminal
Datta Das spin field effect transistor.34 In this context it has
been discussed how the combination of the Rashba effect
and electron-phonon coupling can influence the localization
of electrons by polaron formation.35–37 There is, however,
little direct spectroscopic information on the electron-phonon

coupling of Rashba systems, with the exception of Au(111)
(Refs. 7 and 8) and the surfaces of Bi (Refs. 38–40).

Here we choose to study the electron-phonon coupling
in the pure Bi surface alloy as this approach has several
advantages over the mixed alloy. First of all, it is easier to
achieve a reproducible preparation and the data analysis is
considerably simpler if the relevant features are not too close to
the Fermi energy.9 Second, the intrinsic disorder of the mixed
alloy leads to enhanced defect scattering and consequently
broader spectral features,23 obscuring the desired effect of
the electron-phonon coupling. Finally, if the electron-phonon
coupling strength is to be determined by a temperature-
dependent spectroscopic study, it is not relevant if the state
is close to the Fermi energy or not. This is so because only
electrons within a phonon energy range can scatter into a hole
by this mechanism.

II. EXPERIMENT

The Ag(111) substrate was cleaned by cycles of neon ion
sputtering at 0.75 keV for 20 min and annealing to 770 K for
10 min. After annealing the sample was slowly cooled to room
temperature at a rate of about 1 K per second. In the initial
preparation stages, the surface cleanliness was monitored by
low-energy electron diffraction (LEED). Later, ARPES from
the Ag(111) Shockley-type surface state proved to be a much
more sensitive measure of surface quality. One third of a
monolayer of Bi was deposited by using an electron beam
evaporator, while the substrate temperature was 300 K. The
deposition rate was about 3 min per monolayer. Finally, the
surface was annealed to 470 K. The coverage and quality of
the surface alloy was evaluated by LEED. This is possible
because a slightly higher dose of Bi gives rise to additional
features in the diffraction pattern.

All data were taken at the SGM-3 beamline of the syn-
chrotron radiation source ASTRID using a Specs PHOIBOS
150 hemispherical electron analyzer with a two-dimensional
detector (emission angle and electron kinetic energy). The
angular dispersive direction of the analyzer is perpendicular
to the light’s plane of incidence and the polarization vector
of the light lies in the plane of incidence. The azimuthal
orientation of the sample was such that the the dispersive
direction of the analyzer enclosed an angle of 14◦ with the �̄M̄
direction of the sample. All temperature-dependent data were
taken in this dispersive direction, that is, as single images.
Three-dimensional data sets were obtained by measuring a
large set of images for different polar emission angles of the
sample. The polar emission angle is defined as the angle
between sample normal and the on-axis direction of the
electron analyzer’s lens system. All data were taken with a
photon energy of 16 eV. The total energy and angular resolution
were better than 10 meV and 0.2◦, respectively.

III. RESULTS AND DISCUSSION

The measured dispersion of the surface state is shown
in Fig. 2 as different cuts through a three-dimensional data
set. The cut in Fig. 2(a) corresponds to the schematic band
structure from Fig. 1(a). It shows the characteristic double
parabola. The parameters describing this band structure have

155451-2



STRONGLY ENHANCED ELECTRON-PHONON COUPLING IN . . . PHYSICAL REVIEW B 83, 155451 (2011)

0.8

0.6

0.4

0.2

0.0

-0.2 -0.1 0.0 0.1 0.2

B
in

di
ng

 E
ne

rg
y 

(e
V

)

kx(Å
-1)

(b)

(a)

0.8

0.6

0.4

0.2

0.0

-0.2 -0.1 0.0 0.1 0.2

B
in

di
ng

 E
ne

rg
y 

(e
V

)

kx(Å
-1)

-0.1

0.0

0.1

-0.1 0.0 0.1
kx(Å

-1)

k y(
Å

-1
)

(e)

-0.1

0.0

0.1

-0.2 -0.1 0.0 0.1 0.2
kx(Å

-1)

k y(
Å

-1
)

(d)

-0.1

0.0

0.1

k y(
Å

-1
)

(c)

FIG. 2. (Color online) Photoemission intensity as different cuts
through a three-dimensional data set. (a) Energy distribution cut
through the Brillouin zone center (normal emission in the center
of the image). (b) Same as (a) but with an off-normal emission angle
of 0.5◦. (c)–(e) Constant energy surfaces at binding energies of 200,
450, and 0 meV, respectively.

been determined using a fit to the entire data set (see below)
and are ER = 247(69) meV and k0 = 0.167(32) Å−1, in good
agreement with previous studies of the same system.10,23,26,29

Close to the band maxima additional states are observed
dispersing down from the Fermi level. This is a deviation
from the simple Rashba picture which we have ignored so far.
First-principles calculations show that these bands have p(xy)

character, in contrast to the Rashba state, which is (s,pz)-like.28

Figure 2(a) shows data taken for a polar emission angle of
0◦; that is, the center of the image corresponds to normal
emission from the sample. For Fig. 2(b) the polar emission
angle has been moved by 0.5◦ away from normal emission.
The resulting change in the band dispersion is small but
it can easily be identified: Close to the crossing point the
dispersion clearly deviates from the simple parabolic shape
and the slight intensity enhancement exactly at the crossing
point is lost. Such small misalignment-induced changes turn
out to be detrimental to the type of data analysis reported
below and have been avoided by carefully determining the
normal emission direction at different temperatures.

We note that the dispersions in Figs. 2(a) and 2(b) show a
considerably higher left/right symmetry in the intensity than
reported in several previous experiments.10,29 The reason for
this is the likely to be the experimental geometry and light
polarization described above, which is completely symmetric.
Residual asymmetries are mainly due to an asymmetry of
the photon beam spot profile on the sample. The intensity
distribution of the constant energy surfaces in Figs. 2(c)–2(e)
shows the same high symmetry in the kx direction, as expected,
but is less symmetric in the ky direction. This is expected

because the change in ky is achieved by a polar rotation of
the sample and thus the angle between emission direction and
polarization vector is different for positive and negative ky

values.
Information about the electron-phonon coupling in the sys-

tem can be obtained from data taken at different temperatures.
The basic idea behind this approach is that the lifetime of the
photo-hole is limited by different possible decay processes. In
the absence of magnetic excitations, these are electron-defect
scattering, electron-electron scattering and electron-phonon
scattering. Electron-defect scattering is independent of the
sample temperature, even though the number of defects can be
increased at higher temperatures.8 Electron-electron scattering
is temperature dependent but only in the immediate vicinity
of Fermi energy. Electron-phonon scattering has the strongest
temperature dependence, essentially because the number of
excited phonons and the excitation probability for phonons is
strongly temperature dependent above the Debye temperature
�D .

For temperatures above �D , a particularly simple de-
scription of the lifetime due to electron-phonon coupling is
applicable. Indeed, while formally only valid above �D , this
approximation is also rather good for temperatures around �D

and it is frequently used for assessing the electron-phonon
coupling from photoemission data. In the present case, the
surface Debye temperature relevant for the data is rather low,
not least because of the heavy Bi atoms in the alloy.41,42 The
imaginary part of the corresponding self-energy �′′, which is
equivalent to half of the inverse lifetime, can be written as

�′′(ε,k,T ) = πλ(ε,k)kBT + �′′
0 (ε,k), (2)

where ε and k are the binding energy and two-dimensional
wave vector of the surface state in question, respectively,
and λ(ε,k) is a parameter measuring the electron-phonon
coupling strength. �′′

0 (ε,k) is a temperature-independent offset
which takes electron-defect and electron-electron scattering
into account. At the Fermi energy (ε = 0), λ corresponds to
the electron-phonon mass enhancement parameter43 but here
we use it as a spectroscopic quantity. We further assume that
λ is energy dependent but we neglect its k dependence.

From the known self-energy and the single-particle disper-
sion of the surface state ε0(k), it is possible to determine the
spectral function A as

A(ε,k,T ) = π−1|�′′(ε,T )|
[ε − ε0(k) − �′(ε,T )]2 + �′′(ε,T )2

, (3)

assuming that � is independent of k. The real part of
the self-energy �′ is obtained from the imaginary part by
a Kramers-Kronig transformation. It is then assumed that
ARPES essentially measures the spectral function from which
the temperature-dependent self-energy, and thus the electron-
phonon coupling strength, can be extracted.

To determine the temperature dependence of the spectral
features, data similar to Fig. 2(a) were taken at seven different
temperatures between 50 K and 350 K. As evident from the
comparison between Figs. 2(a) and 2(b), it is crucial for
a quantitative analysis to use the correct angle for normal
emission. Therefore, a polar angle scan was performed at
several temperatures before taking the actual data. Figures 3(a)
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FIG. 3. (Color online) (a),(b) Photoemission spectra of the
Rashba-split state, at T = 50 K and T = 300 K. (b),(c) Fit to the
data using a simulated spectral function (see text for details). The
red lines represent the single-particle dispersion ε0(k) used in the fit.
(c),(d) Normalized residual between fit and data.

and 3(b) show the Rashba-split state at 50 K and 300 K,
respectively. It is evident that the electron-phonon coupling
leads to a very significant broadening over this temperature
range.

We are now interested in obtaining the temperature-
dependent self-energy at different binding energies, as this
can then give information about the electron-phonon coupling
strength through (2). A well-established way of analyzing this
type of temperature-dependent data is to consider cuts through
the spectral function, either at constant emission angle or at
constant binding energy.9 For the present situation such an
approach cannot be used, especially not in the vicinity of the
degeneracy point at the Brillouin zone center or near the top
of the band. We therefore use an alternative method described
by Nechaev et al. in which the entire two-dimensional data set
is analyzed without performing any cuts.44

For this type of analysis, one assumes a single-particle
dispersion ε0(k) and a self-energy � to calculate the spectral
function according to (3). This spectral function is multiplied
with a Fermi-Dirac distribution, broadened by the known
energy and angular (or k) resolution and compared to the
data via a χ2 calculation. Then the parameters describing the
dispersion and the self-energy are refined until a satisfactory
agreement is achieved.

In our case, the spectral function contains two branches,
one for each Rashba-shifted parabola. ε0(k) for each branch
is described by a polynomial of third order. It is important to
choose an order higher than two, such that small deviations
from the parabolic shape can be accounted for. The energy-
dependent intensity of each branch is also described by a
third-order polynomial. According to (3) one could expect the
intensity to be determined by �′′(ε,T ) but for fitting the data
over an extended range of kinetic energies it is important to
account for changes in the photoemission matrix elements and
the intensity needs to be fitted independently of the self-energy.
Finally, a model for �′′ is needed. Any desired functional form
can be used but we will see that it is sufficient to assume a
linear or quadratic behavior. With the addition of a constant
background, the total number of adjustable parameters in the
model is thus 19 (20) for a linear (quadratic) self-energy.
Despite the large number of parameters, the two-dimensional
fit is stable due to the very high number of data points.

Figures 3(c)–3(f) show the fit to the data as well as
the normalized residual between fit and data (the difference
between model intensity and data divided by the data). The
single-particle dispersion ε0(k) is shown together with the fit
and it is used to obtain the parameters describing the Rashba
splitting, ER and k0. For the comparison between data and
fit, the left and right edges of the images close to the Fermi
energy have been excluded because of the p(xy) states in
these regions. A comparison of the band position and width
between data and model is favorable but the residuals are
not completely free of structure. This is partly ascribed to
remaining small misalignments and partly to the simplicity of
the model which, for example, uses a constant rather than an
energy- and k-dependent background.

The resulting �′′ for three temperatures is given in Fig. 4(a),
both for a linear and a quadratic model The difference between
these models is so small that it is hard to distinguish them
on the scale of the figure. Noticeable differences exist only
at the highest temperatures. In all cases �′′ is strongly
energy-dependent and decreases toward EF . This is the
expected behavior. States with higher binding energies have a
shorter lifetime (larger �′′) because of the electron-electron
interaction, as the phase space for such scattering events
increases with the binding energy. It is also apparent that
�′′ increases for higher temperatures, as expected from the
electron-phonon interaction.

Figure 4(b) also shows the quadratic version of �′′, but
now plotted for a fixed binding energy and as a function of
temperature. The data points correspond to the temperatures
at which measurements have been taken. From the low surface
Debye temperature, we expect that the data are described by
(2) and the points at each temperature can indeed be fitted well
by a line (solid curve). The slope of this line directly yields
the electron-phonon coupling parameter λ(ε) for the binding
energy ε. The corresponding values are also given in Fig. 4(b)
and plotted in Fig. 4(c).

We thus find that λ for the (
√

3 × √
3)R30◦ Bi/Ag(111)

surface alloy is relatively constant (≈0.55) over the entire
energy range we have investigated. It is far higher than for the
surface state on the clean Ag(111) surface [λ = 0.12 (Refs. 6
and 1)] or for bulk silver [λ = 0.10 (Ref. 43)]. Without detailed
theoretical model calculations, it is not possible to establish the
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FIG. 4. (Color online) (a) Imaginary part of the self-energy �′′,
resulting from the two-dimensional fit to the data reported in Fig. 3.
Solid lines represent a linear model for �′′, dashed lines a quadratic
model. The differences between the two models are very small and so
the lines are difficult to distinguish. (b) Results for the parabolic model
shown as a function of temperature at selected binding energies with
a linear fit and the resulting values of the electron-phonon coupling
constant λ. (c) λ values plotted as function of binding energy. The
uncertainties are estimated at +5% of the minimum χ 2 value.

origin of this enhancement as the alloy formation is severely
changing both the electronic and vibrational structure close to
the surface. The incorporation of Bi atoms, in particular, will
lead to lower energy modes in the phonon spectrum.

Another interesting aspect of the result is that λ does not
vary much with the binding energy. In particular, no significant
enhancement in region I is observed which might have been
expected due to the singularity in the DOS. The absence of such
an enhancement can be tentatively explained by the dominance
of intraband scattering events involving bulk Ag states rather

than interband scattering of the Rashba system. In this context,
it is worthwhile pointing out that the projected L gap on the
Ag(111) surface is quite small45 and thus the Rashba-split
states are not genuine surface states but surface resonances,
overlapping with the projection of the bulk states.

Finally, we address the issue of a possible polaron for-
mation, induced by the combination of Rashba splitting and
electron-phonon interaction.35–37 In a recent paper, Grimaldi
provides specific predictions for this possibility, also dis-
cussing the surface alloy under investigation here (see Fig. 2
in Ref. 37). For the given value of the Rashba splitting,
large polaron formation can only be expected for a relatively
strong electron-phonon interaction λ > 0.5 and small polaron
formation only for λ > 0.85. Interestingly, the strong electron-
phonon coupling observed here opens the possibility of
polaron formation for (

√
3 × √

3)R30◦ Bi/Ag(111), whereas
this would not be possible for a coupling strength similar to that
of bulk silver. On the other hand, there is little spectroscopic
evidence to support the notion of polaron formation. At least
the formation of small polarons is well known to severely
affect the photoemission spectral line shape.46

IV. CONCLUSIONS

In conclusion, we have determined the energy-dependent
electron-phonon coupling strength for the Rashba-split state on
the (

√
3 × √

3)R30◦ Bi/Ag(111) surface using a data analysis
approach in which a model is directly fitted to the two-
dimensional spectral function. The electron-phonon coupling
for the system is much stronger than for the clean silver surface
or the bulk material but it is only weakly energy dependent.
For a detailed understanding of the mechanism leading to the
coupling strength enhancement, first-principles calculations of
the vibrational properties and the Eliashberg coupling function
would be required. However, the fact that the coupling is so
strong puts the system in the interesting regime in which both
the spin-orbit interaction and the electron-phonon interaction
are strong and polaron formation is a possibility. It will be
very interesting to see how the electron-phonon interaction is
affected by tuning the strength of the Rashba interaction.

ACKNOWLEDGMENTS

Financial support from the Danish Council for Independent
Research (Natural Sciences), the Carlsberg Foundation, and
the Swiss National Science Foundation is gratefully acknowl-
edged.

1A. Eiguren, B. Hellsing, E. V. Chulkov, and P. M. Echenique, Phys.
Rev. B 67, 235423 (2003).

2A. Nojima, K. Yamashita, and B. Hellsing, Appl. Surf. Sci. 254,
7938 (2008).

3B. A. McDougall, T. Balasubramanian, and E. Jensen, Phys. Rev.
B 51, R13891 (1995).

4J. Kliewer, R. Berndt, E. V. Chulkov, V. M. Silkin, P. M. Echenique,
and S. Crampin, Science 288, 1399 (2000).

5F. Reinert, G. Nicolay, S. Schmidt, D. Ehm, and S. Hüfner, Phys.
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