PHYSICAL REVIEW B 83, 155441 (2011)

Coulomb interaction in graphene: Relaxation rates and transport

M. Schiitt,! P. M. Ostrovsky,!? I. V. Gornyi,"* and A. D. Mirlin"*>
VInstitut fiir Nanotechnologie, Karlsruhe Institute of Technology, D-76021 Karlsruhe, Germany
2. D. Landau Institute for Theoretical Physics RAS, 119334 Moscow, Russia
3A. F. Ioffe Physico-Technical Institute, 194021 St. Petersburg, Russia
*Institut fiir Theorie der kondensierten Materie, Karlsruhe Institute of Technology, D-76128 Karlsruhe, Germany
3 Petersburg Nuclear Physics Institute, 188350 St. Petersburg, Russia
(Received 23 November 2010; revised manuscript received 24 February 2011; published 25 April 2011)

We analyze the inelastic electron-electron scattering in undoped graphene within the Keldysh diagrammatic
approach. We demonstrate that finite temperature strongly affects the screening properties of graphene, which,
in turn, influences the inelastic-scattering rates as compared to the zero-temperature case. Focusing on the clean
regime, we calculate the quantum scattering rate which is relevant for dephasing interference processes. We
identify a hierarchy of regimes arising due to the interplay of a plasmon enhancement of the scattering and
finite-temperature screening of the interaction. We further address the energy relaxation and transport scattering
rates in graphene. We find a nonmonotonic energy dependence of the inelastic relaxation rates in clean graphene,
which is attributed to the resonant excitation of plasmons. Finally, we discuss the temperature dependence of
the conductivity at the Dirac point in the presence of both interaction and disorder. Our results complement the
kinetic equation and hydrodynamic approaches for the collision-limited conductivity of clean graphene and can

be generalized to the treatment of physics of inelastic processes in strongly nonequilibrium setups.
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I. INTRODUCTION

Graphene'? is a two-dimensional (2D) material with a
quasirelativistic dispersion law that has attracted outstanding
attention of leading experimental as well as theoretical
groups all over the world. In 2004, researchers at Manch-
ester University first succeeded in experimental isolation of
a monoatomic graphite layer—graphene—on an insulating
substrate.>* This technological breakthrough was immedi-
ately followed by transport measurements>® that have shown
remarkable properties related to Dirac nature of the charge
carriers. In particular, a short and wide sample of clean
graphene exhibits a pseudodiffusive charge transport,” with
the counting statistics equivalent to that of a diffusive wire.®’
This equivalence has been confirmed in recent measurements
of conductance and noise in ballistic graphene flakes.'®!! In
contrast to conventional metals, ballistic graphene near the
Dirac point conducts better when potential impurities are
added.'> 13

Quantum interference in disordered graphene is also highly
peculiar due to the Dirac nature of the carriers. In particular,
at the Dirac point, the minimal conductivity>® ~e?/h is
“protected” from quantum localization in the absence of
intervalley scattering'® or in the case of a chiral-symmetric
disorder.'”'® Away from the Dirac point, the concentration
dependence of graphene conductivity in diffusive samples
depends strongly on the nature of the scatterers.!” The
experimentally observed (approximately linear) dependence
in most of the samples may be explained by strong impurities
creating resonances near the Dirac point (“midgap states”),'”-!
yielding o o< n In n. Alternative candidates are Coulomb im-
purities and/or ripples, leading to'”*°2 ¢ o n. The dominant
type (or types) of disorder and the corresponding disorder
strength depend, of course, on technology of the sample
preparation.
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How important is the electron-electron interaction in
graphene? Recent works demonstrated manifestation of the
interaction in dephasing rate providing the cutoff to quantum
interference phenomena,”>=>° as well as in renormalization
of conductivity.’>?’ Recent experiments also showed that the
interaction plays a particularly prominent role in suspended
graphene samples.”®?° In such samples the splitting of integer
quantum Hall transition (attributed to interaction-induced
spin/valley symmetry breaking) is observed at magnetic fields
as low as 2 T (i.e., an order of magnitude less than in graphene
structures on a substrate). Furthermore, one observes also
fractional quantum Hall plateaus, which indicates the impor-
tance of electron correlations.**=2 Continuous advances in
the fabrication of high-quality graphene samples are expected
to lead to further enhancement of the role of interaction in
graphene.

On the theoretical side, interactions may have a dramatic
impact on quantum electronic transport, especially in
systems of reduced dimensionality.®> Very generally, the
interaction-induced phenomena may be subdivided in two
big classes, related to effects of renormalization and inelastic
scattering, respectively. In the case of graphene, the interaction
physics becomes an even more complex problem, in view of
the “relativistic” dispersion of carriers. Interaction phenomena
are particularly strong near the Dirac point, where the density
of states vanishes (for a clean system), the screening by
intrinsic carriers becomes very inefficient, and the Drude
conductivity (in the presence of disorder) is of the order of
the conductance quantum.

The dimensionless bare coupling constant o, = e /vp
describing the Coulomb repulsion in graphene samples on a
Si0, insulating substrate is estimated to be 0.6-0.8 and can be
yet larger, g >~ 2.2, in suspended graphene sheets. Transport
experiments on the interaction correction to conductivity in
graphene on a substrate’’ have found much smaller values
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of the interaction constant (or, equivalently, the interaction
parameter ry) which can be attributed to the renormalization
effects which we briefly overview below. Furthermore, the
value of the effective fine-structure constant of free-standing
graphene as inferred from the results of recent experiments
on x-ray scattering in graphite®* was also found to be much
smaller than the bare value of «.

The interaction effects in the clean graphene have
been considered in Refs. 35—41 within the weak-coupling
renormalization-group (RG) scheme justified for a large
number of flavors of Dirac fermions. The main result of this
consideration®>* is the renormalization of the Fermi velocity
and hence of the interaction parameter. This perturbative
renormalization group for graphene thus shows that in the
clean case the Coulomb interaction is marginally irrelevant.
In the disordered case, a unified ballistic RG emerges de-
scribing renormalization of disorder couplings and of the
interaction.’’*? In Ref. 41 the corresponding one-loop RG
equations are derived for time-reversal-invariant disorder and
in the limit of a large number of valleys.

At sufficiently strong o,, the Coulomb interaction in a
clean graphene has been argued to give rise to various
instabilities,*** in particular, to opening the gap in the Dirac
spectrum of the quasiparticles (spontaneous mass genera-
tion). Physically, this instability leads to a phase transition
from the semimetallic state to an insulator state, known
as excitonic semimetal-insulator transition.*? Recently, this
type of instability has been studied by the effective mean-
field-type approach,*>** the renormalization-group method,®
and lattice simulations.*’*8 The mean-field consideration of
the excitonic-type instability in graphene predicts a certain
value of the coupling constant o, >~ 2 (close to that in a
suspended graphene) at which the instability occurs. The
predicted semimetal-insulator transition, however, has not yet
been observed in experiments in zero magnetic field. One of the
possible reasons for that might be the presence of disorder.* In
strong magnetic field—in the quantum Hall effect regime—the
repulsive interaction between electrons may result in the
Stoner instability’*? giving rise to spontaneous breaking of
spin and/or valley symmetry. Experiments do show splitting
of quantum Hall plateaus in strong magnetic fields,>® which is
attributed to interaction effects.

It has been debated in the literature whether the Coulomb
interactions in graphene can be theoretically addressed within
the standard Fermi-liquid-type perturbation theory, which
requires, in particular, that the particle energy is much larger
than the decay rate (I' < €¢). In order to understand to
what extent graphene is a Fermi liquid, one has to explore
interaction-induced inelastic collision rates. The inelastic
quantum scattering rate at zero temperature (and finite quasi-
particle energy) has been considered in Refs. 54 and 55.
It was found in these works that the behavior at the Dirac
point is rather peculiar and requires a careful incorporation of
screening.

Another highly nontrivial feature of graphene is that inelas-
tic electron-electron collisions may limit the conductivity at the
Dirac point without any disorder or phonon scattering.*-8
This peculiarity of graphene—which should be contrasted
to conventional systems where interactions do not lead (in
the absence of Umklapp scattering) to finite resistivity—is a
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consequence of the particle-hole symmetry and decoupling
between velocity and momentum. As a result, although the
total momentum of interacting particles is conserved during
inelastic collisions, the total current may relax. The collision-
limited conductivity of undoped graphene is found to be
inversely proportional to a§ and depends on temperature only
through the renormalization of «,. It was found that the energy
relaxation caused by inelastic processes in graphene is fast,
which allows one to treat the problem by using a relativistic
hydrodynamic approach.>*-6

In this paper we analyze the inelastic electron-electron
scattering in graphene within the Keldysh diagrammatic
approach. While we focus on the equilibrium situation in this
work, we have in mind to extend the treatment of physics of
inelastic processes to strongly nonequilibrium setups, which
explains why we prefer to work in the framework of the
Keldysh formalism. More specifically, our main results are
as follows:

(i) We demonstrate that finite temperature strongly af-
fects the screening properties of graphene, which, in turn,
influences the inelastic-scattering rates as compared to the
zero-temperature case.

(i) Focusing on the high-temperature regime, we calculate
the quantum scattering rate, which is relevant for dephasing
interference processes. We identify a hierarchy of regimes
arising due to the interplay of a plasmon enhancement of the
scattering and finite-temperature screening of the interaction.

(iii)) We further discuss the energy relaxation and transport
scattering rate in graphene. Our results complement the kinetic
equation and hydrodynamic approaches>®-® for the collision-
limited conductivity of clean graphene.

The paper is organized as follows. In Sec. II we define
the model and develop the Keldysh diagrammatic formalism
for treating the problem of Coulomb interaction in graphene.
Section III is devoted to the analysis of polarization operator
of graphene. We first review and discuss the results for the
zero-temperature case. Then we turn to the case of finite
temperature and discuss the properties of the polarization
operator. In particular, we compare the approximate form
of the dynamically screened interaction propagator with
the exact numerical results. In Sec. IV we calculate the
inelastic-scattering rates in the random-phase approximation.
Here we use the finite-temperature polarization operator
obtained in Sec. III to treat the problem analytically. We
discuss the asymptotics of the inelastic rates and show
that Dirac fermions show no Fermi-liquid behavior. Further,
in Sec. V, we discuss the collision-limited conductivity
obtained within the diagrammatic approach. In Sec. VI we
conclude and summarize the main results of this paper.
Technical details of the calculations are presented in four
Appendices.

II. MODEL

A. Clean graphene with Coulomb interaction

In this paper we consider clean graphene near the de-
generacy point. The problem is described by the following
Hamiltonian, which is a sum of the Dirac Hamiltonian
Hy (describing the physics of noninteracting electrons in
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graphene at not too high energies) and the Coulomb interaction
term,

H=H+V :Z/dzr Uir) (—ivpo - V)¥,(r)

+3 Y [ endn bleodim
v,

2 ~ ~

— W)Wy (ry). ey
glry —

Here ¢ is the dielectric constant. The spinors W have two

components in the sublattice space, o; are Pauli matrices

operating in this space. The indices v,v’ label N independent

degrees of freedom (in graphene N = 4 accounts for spin and

valleys degeneracy): The Coulomb interaction is invariant with

respect to any rotations in the corresponding space. We set

h = 1. We focus on the case of undoped graphene and set

the chemical potential (counted from the Dirac point) to zero,

u=0.

The retarded (advanced) Green’s function of the nonin-
teracting Hamiltonian ﬁo (the bare Green’s function) in the
energy-momentum space has the form

GEMep) = T UTP @
(€ £i0)> — vyp?
It is convenient to introduce the projection operators that
distinguish between the two chiral states:

l1+o-n
Pi(p) = — 3)

where n, = p/p is the unit vector in the direction of momen-
tum. With the help of Eq. (3) the matrix Green’s function,
Eq. (2), can be decomposed into the superposition of the two
Green’s functions corresponding to the states with + and —
chiralities:

Gy (e.p) = Pr(0Gy (€.p) + P-(0)Gy - (e.p),  (4)
where
R pp— )
0£1€P) = €+i0Fvpp
and G{, (e,p) = [G&,_(e,p)]*. For later purposes we will need
the quasiparticle spectral weight
1
Ao(e.p) = 2-[Gg(.p) — Gy (e.p)]

- —;T—e(ell + vro - pP)(e — vpp) + 3(€ + vpp)l.
(6)

Using the projection operators, we decompose the spectral
weight as follows:

AO(E’p) = P+(p)A0+(E’p) + P—(P)AO—(G:P)» (7)
Aos(e,p) = —md(e Fvpp). (3)

It is worth noticing that for Dirac particles the spectral weight
Ap(e,p) is not given by the imaginary part of the Green’s
function G{f(e,p), because the latter contains the Pauli matrix
oy. However, within each chirality the conventional relation
holds: Ags(e,p) = Im G (e,p).
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Next, we introduce the coupling constant for Coulomb
interaction in graphene,

&2

ay = ©)
which is similar to the fine-structure constant
e’ 1
T 137
but is ¢/evp times larger. The bare propagator of the Coulomb
interaction in Eq. (1) reads (in momentum space)

2o,V
lql

Throughout the paper we assume «, < 1. This assumption is
favored by recent experiments,”’** which suggested that the
effective interaction constant in graphene is rather small at
experimentally relevant temperatures.

Dy(q) =

10)

B. Keldysh formalism

Although in this work we discuss only equilibrium physics,
we use the Keldysh formalism®®* in order to have a basis
that can be generalized to the nonequilibrium situation. In
particular, this Keldysh formalism will be used elsewhere
for deriving kinetic equations for clean and disordered
graphene.

The bare Green’s function is now a matrix in the Keldysh

space,
v GE Gk
Go={ " ") 11
0 ( 0 G 6,) (11
Here the Keldysh component G§ at the equilibrium reads
Gy (e.p) = f(©[Gy(e.p) — Gi(e.p)]

= 2if(e)Ao(e,p), (12)

where the fermionic thermal factor is given by f(¢) =
tanh(e/27).

The full Keldysh Green’s function for Eq. (1) is expressed
through Go,

G =(Gy—2)", (13)

where X is the full self-energy. In the lowest order in the fully
dressed propagator of Coulomb interaction D the retarded
self-energy is given by

E(f:lz(DKoGg—kDRoGg), (14)

where the symbol o denotes integration over all internal
energies and momenta.

In the equilibrium situation the Keldysh component DX of
the interaction propagator satisfies

D¥(w,q) = 2ig(w)Im DX (w,q), (15)

where g(w) = coth(w/2T) is the bosonic thermal factor. Using
Egs. (14), (15), and (12), one gets

¥ -2 = ~[(f + & Im D*]o(G* -~ G*). (16)
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The retarded self-energy is a matrix which contains the two
terms

2R =3+ %R0 n,. 17)

The real parts of X and XX give rise to the corrections to the
energy and Fermi velocity, respectively:

8¢ = —Re SX(e.p), (18)
svrp =Re ZF(e,p)/p. 19)

In order to fix the energy unrenormalized, we introduced the
Z factor,

Re Zf(e,p)
E 9

Z(ep) =1— (20)

so that € — Re £X(e,p) = Z(e,p)e. The renormalized Fermi
velocity takes then the form

R
Re X/ (e,p)]‘ @1

Vrp

Using Egs. (20) and (21), we write the retarded Green’s
function as

vy = vpZ(€,p) [1 +

G*(e.p)
7 Im ©R !
= Z[(e—iZImEf)]l— <v}+$)a~p} ,
P
(22)
where
ImZf = —JImDR(f +g)oTr A, (23)
ImZf = —IImDR(f +g)oTrAo - n,. (24)

Note that in this representation the velocity acquires a nonzero
imaginary part.

The most singular terms in the renormalized velocity
vf, coupling constant oy = e*/evk, and the Z factor can
be summed up by means of the renormalization-group
approach.™ For the case of weak interaction o, < 1 the
solution of one-loop RG equations has the form

* . Olg A
vp(e) =vp |14+ 7 ln? , (25)
o
aie) = —5—r. (26)
8 1 + vy 11’1%

4
Z(€) = exp {—E[Olg - Ol;(é)]}

I
—exp| -t |~ 27
Xp[ 3nl+a—”’lnéi| @7

Here A is the ultraviolet energy cutoff (bandwidth) and the
on-shell relation between € and p is assumed. At finite tem-
perature T the renormalization stops at max[e,7]. Therefore
for energies below T (which will be in the focus below)
the renormalized velocity and the Z factor are independent
of energy. Since for o, < 1 the corrections to unity in
the renormalized Z factor are parametrically small, in what
follows we set Z = 1.
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Similarly to the bare Green’s function, Eq. (4), the full
Green’s function, Eq. (22), can be represented as a sum of the
two terms corresponding to = chiralities:

G"(e,p) = Pr(p)GL(e,p) + P-(@G (e,p),  (28)

where

z
Gilep) = cFvip—iZImzF 29
with
ImEZf =Im2X £ Im =F
= —ImDR(f + g) o Tr[AP4]. (30)

Clearly, the bare Coulomb interaction (whose propagator is
purely real) does not yield the imaginary part of the self-energy,
so that one has to take into account the retardation effects. In the
random-phase approximation (RPA), the screened Coulomb
interaction takes the form

Do(q)

1+ Dy(q) NTTR (0,q)’ Gh

DgPA(w7q) =

where N is the number of flavors. Below we will also consider
the interaction propagator at the golden rule (GR) level which
corresponds to expanding Eq. (31) to the second order in Dy,

D& (w.q) = —Dj(q) NTT®(w,q) . (32)

The dynamical screening in Eq. (31) is expressed through
the bare polarization operator
nk = %Tr(G(If 0o GE+GKoGY). 33)

In Sec. III below we study IT at zero and finite temperature.

III. POLARIZATION OPERATOR

In the present section we discuss the properties of the
polarization operator. This is of primary importance for un-
derstanding the screening of the electron-electron interaction
and thus the physics of interaction-induced phenomena. We
find it instructive to start with analyzing the zero-temperature
result and describing the processes relevant for the polarization
operator. Then we turn to the case of finite temperature, which
is our main interest in the paper. Finally, we analyze the
consequences for the RPA-screened interaction. In the end
of this section we comment on the applicability of the RPA in
graphene.

A. Polarization operator at zero temperature and RPA
interaction propagator

The polarization operator in the energy-momentum repre-
sentation reads
d*p d

G | 32 fOTr [ Aote.p)

HR(qu) = -

x[Gfe+w.p+@+ Gl —wp-—q]}
(34
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e—h

FIG. 1. Schematics of electron-hole (e-%) creation (left panel) vs
electron-electron (e-e) scattering (right panel) near the Dirac point
for u = 0. The hole-hole scattering processes are analogous to those
shown in the right panel. We set vy = 1 for brevity. In both panels the
possible transferred momenta satisfy |a — b| < |q| < a + b (only the
extreme cases of minimal and maximal g are shown). For e-h creation
w =a + b,sothat w > qvy, whereas for e-e scattering the kinematic
restrictions yield w = a — b < qup.

where G(If’A are bare Green functions (2). The momen-
tum integrals that appear in this expression can be conve-
niently evaluated using elliptic coordinates as described in
Appendix A.

In the zero-temperature limit, Eq. (A1) simplifies and leads
to

1 2
M w,q) = — 1

16 /1242 — ( +i0)2

Taking the imaginary part of the polarization operator,
Eq. (35), yields the well-known expression®

(35)

2
Im MR (w.q) = - Re 1580 (36)
16 CL)2 _ U%; qz
One can see that the imaginary part of the polarization operator
is nonvanishing only if @ > vpg and shows a divergence at
the “light cone” w = vpq.

To understand the vanishing of the imaginary part of the po-
larization operator at @ < vrq, it is instructive to analyze>*>%
the kinematic restrictions for elementary processes. It is easy
to see that an on-shell electron-hole pair can be created if (left
panel of Fig. 1)

w = VFq. (37

This should be contrasted to the energy and momentum
conservation of on-shell electron-electron-scattering processes
(right panel of Fig. 1),

@® + 205 p1 po{l — cos(<t[p1,p2])} = vig?,  (38)
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which implies the condition
o < VEq. (39

Thus if we restrict our consideration to on-shell particles,
electron-electron-scattering processes only create electron-
hole pairs under the condition w = vpg, when ImII di-
verges. As follows from Eq. (38), scattering processes
that satisfy w = vpg correspond to forward scattering with
Lp1,p2] = 0.

From Egs. (32) and (36) we obtain the GR interaction
propagator at zero T':

N Qra,vr)?

DgR(qu) = _E 3
VVEG? — (0 +i0)?
(40)
2072 2
a;Nvem
I Dl (w.g) = — T s
w? — v%,q2

After the RPA resummation [plugging Eq. (35) into Eq. (31)],
the imaginary part of the zero-7T interaction propagator takes

the form
/.2 2 2
a;NU%f[2 sgnwRe ,\/w* — vyq

4 w2_U%q2(1 _gr_;ag)Nz)
(41)

Im Dgpy (@,q) = —

It is seen that the divergence at w = vrq that occurred in
the GR interaction propagator, Eq. (40), is now eliminated.
Moreover, the imaginary part of the propagator is zero at
the light cone w = vpq. Therefore the forward scattering
divergence that arises on the GR level disappears within
RPA, yielding a zero scattering rate on the RPA level. This
is a manifestation of a highly singular character of the
zero-temperature problem where RPA may be insufficient.
We will see below that at finite temperature the thermal
broadening regularizes the problem, so that scattering rates
can be evaluated within the RPA.

In view of the singular character of the problem, at zero
temperature the imaginary part of the self-energy is highly
sensitive to changes of the electron dispersion.>® The Fermi ve-
locity depends logarithmically on the momentum or energy,*
Eq. (25), due to the renormalization by Coulomb interaction.
In Eq. (36) we have neglected the momentum dependence
of vr which leads to a separation of the two regions defined
by Egs. (37) and (39); see Fig. 2. The electron-hole creation
[w = vr(q) q] and electron-electron-scattering [w < vr(p) q]
regions are then separated due to the renormalization-induced
nonlinearity of the electron dispersion, which leads to the
vanishing of the zero-T scattering rate already at the GR
level.

However, at finite temperature the situation is essentially
different. First, conditions (37) and (39) will be smeared by
temperature. Second, for energy scales smaller than T the
renormalization of Fermi velocity is cut off by temperature
and hence the linearity of the dispersion relations is restored:
Renormalization reduces merely to a 7 dependence of the
Fermi velocity. Therefore when discussing the finite-7 physics
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®=ve(q)q
®=Vr(A)q

0=v¢(p)q

q

FIG. 2. Interaction-induced dispersion correction near the Dirac
cone. The electron-hole creation [w > vr(g)gq] and electron-
electron-scattering [ < vr(p) q] regions do not overlap, so that the
zero-temperature inelastic-scattering rate is zero.

of inelastic scattering on scales <7 we will disregard
the renormalization-induced nonlinearity of the dispersion.
Furthermore, below, whenever we use the notation vy for
€ < T we will mean the renormalized value of the velocity
v5(T) and omit the asterisk for brevity.

B. Polarization operator at nonzero temperature

We are now ready to calculate the polarization operator at fi-
nite temperature. It turns out that the effect of finite temperature
on the screening in graphene is much more pronounced than
in conventional metals with finite Fermi surface and quadratic
electronic dispersion. Indeed, the linearity of the spectrum
of Dirac fermions gives rise to a strong (linear) energy

i Q*tanh(Q/2)
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dependence of the density of states in two dimensions, whereas
for a parabolic spectrum the density of states is constant.
In the latter case, the polarization operator is essentially
independent of temperature. This is not the case for Dirac
particles.

Physically, a finite temperature leads to population of
electronic states in an energy range ~7 around the Fermi level.
Let us consider the undoped graphene where the chemical
potential lies at the Dirac point. The typical density of states
that participate in the screening of Coulomb interaction at
finite temperature is now proportional to 7. In more technical
terms, at finite 7' the integration over the fermionic energy in
the polarization bubble essentially involves not only the dis-
tribution function [thermal factors f(e)] but also the Green’s
functions. This strongly changes the polarization operator at
qur,w S T.

To simplify the notations at nonzero temperature, we
introduce the dimensionless variables according to

0= 42)

2T
We use the general expression for the polarization operator,
Egs. (Al) and (A2) from Appendix A. Considering four
different regions shown in Fig. 3, we simplify these equations
in each of the cases, which allows us to treat the problem
analytically.
The four regions are defined by the following conditions:
region 1: Q < land Q < |9,
region2: 1 < Q and Q < |,
region 3: Q <« 1 and |Q2] < Q,
region4: 1 < Q and || < Q.
As shown in Appendix A, the leading-order terms with
a nonvanishing imaginary part form the following simplified
polarization operator:

In2 12 .
221 \/QZ_QZ] 5 oo (region1) Q> Q 0
In2 4 iln2_ @ region Q| <
) ) S e (region3) Q| < Q
n*©.0) =% v . . , (43)
| _sQevd  vo 4 e 0 (region 2) || > Q
sVr Jagr 8 o 0> 1
10 —i_/Qc %5 (region4) |Q] < O >
8 Jo—@ V2r Jo—

In the case of large momenta, Q > 1, we recover the
zero-temperature result. For Q « 1, the polarization operator
substantially differs from the zero-T expression. We will
discuss this case in more detail in Sec. III C. The separation
between 2 < Q and 2 > Q is dictated by the nonanalytical
structure of the polarization operator; see Eq. (43).

C. RPA interaction at nonzero temperature

The real part of the polarization operator, Eq. (43), for
0 < 1 is determined by temperature and leads therefore to

the screening of the Coulomb interaction:

Dy(Q)
1+ Do(Q) NTI®(0,0)

lim D&A(R,0) =
QL—0

_ v agN1n2 e
NTIn2 \ Q +a,NIn2

which yields the screening length

U

. — (45)
20, NT In2

lscr
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0.5 1.0 1.5 2.0
Q

FIG. 3. (Color online) Imaginary part of the polarization operator
in the frequency-momentum plane. Four regions of dimensionless
variables 2 and Q (see text) are indicated. The magnitude of
ImIT?($2, Q) is encoded by the logarithmic color scale.

Thus at finite temperature the system does screen the long-
range Coulomb interaction. Note that for Q < a,N, the
RPA propagator becomes independent of the interaction
constant o,

R 1
Drpa(€2, D)l o<a, N

“mag W

0

(@) 2
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as in conventional systems with Coulomb interaction. We will
see, however, that the dominant contributions to relaxation
rates are determined by higher transferred momenta Q 2 o, N,
where the peculiarities of the finite-7" screening in graphene
are crucially important.

In region 1, the real part of the polarization operator in
Eq. (43) may become negative, leading to emergence of plas-
mon excitations. The plasmon dispersion €2,(Q) is determined
by the zero of

|+ DoNTIE = a;NQIn2 |: _ (egNIn2+ Q)@:|
T T @ - g JO +aN2In2 |
(47
yielding
Q0= N2+ 0V 0 48)
2(0) =

JO +2a,NIn2

For Q — 0, this simplifies to £,(Q) « \/a,N Q. A nonzero
imaginary part of the polarization operator (43) in the
corresponding region implies that these plasmons have a
finite lifetime. The decay rate of plasmon excitations is
given by

(92 _ Q2)3/2

R
@, NQIn2 Im Do(Q) ImIT*(2,0), (49)

[p(Q2,0) =

(b

-0.2

0.05 0.10 0.15

(=]

= . 1\

20-1/5
S0z —0.1 0.0 0.1 0 21

FIG. 4. (Color online) (a) Imaginary part of RPA interaction. Left: using an analytic approximation; right: by numerical evaluation of
Egs. (A1) and (A2). Dashed lines indicate the plasmon dispersion [see Eq. (47)]. (b) cross sections through the plots of (a) from (€2, Q) = (1,0)
to(2,0) = (0,1) (1) from (2, Q) = (0.2,0) to (2, Q) = (0,0.2) (2). Solid curves: analytic approximation; dashed curves: numerical integration.

For all plots the interaction strength is ¢, N = 1/3.
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which yields
T ) 2
I, (2,0) le=a0) = m(ﬂ — 09le=a,0
QS
< = . (50)
16In2|g_g (g)

Remarkably, Eq. (50) indicates a good quasiparticle behavior
for plasmons, which is, as we will see in Sec. IV A, not
true for electronic excitations. The situation is somewhat
similar to Luttinger liquid where plasmons are almost perfect
quasiparticles, whereas, from the point of view of fermionic
excitations, the Luttinger liquid represents a paradigmatic
example of a non-Fermi liquid.

Figure 4 demonstrates that Eq. (43) for the polarization op-
erator yields a remarkably good approximation for evaluation
of the imaginary part of the RPA interaction,

ND}ImIT®
(1 + NDgReTIR)2 + (N Dy Im IT¥)?

Im Dgrpa =

D

[see also Eq. (B2) in Appendix B]. In Fig. 4(b) we see the
plasmon peak in the RPA interaction propagator, which is
strongly asymmetric and is suppressed around the light cone,
so that Im Dgpa = 0 exactly at 2 = Q.

Let us now discuss the status of the RPA in graphene. Above
we have introduced the large number of independent flavors
N > 1. At zero temperature, this is the only parameter which
justifies the RPA summation in the problem of interacting
Dirac fermions at i = 0. Indeed, in view of the absence of the
screening, the non-RPA diagrams are parametrically the same
as those included in the RPA series for N ~ 1. Furthermore,
as discussed in the end of Sec. III A, the renormalization-
induced curvature of the spectrum (which is also beyond the
RPA) may dramatically affect the results obtained within the
RPA.

However at finite T, the T-induced screening of the
interaction, Eq. (44), restores the validity of the RPA for ¢ <
T/vrp (Q < 1) even for N ~ 1. Indeed, the 1/q singularity
of the long-range Coulomb interaction is not compensated
in the denominator of Eq. (51) because the polarization
operator at finite 7 is no longer linear in g. The situation
becomes similar to that in conventional metals with a finite
Fermi surface, where the RPA is justified for ¢ < kp. In
graphene the role of kr is played by T /vp, which in effect
establishes an analog of a finite Fermi surface. Therefore for
q < T /vr the RPA does sum up the most singular interaction-
induced terms: All other terms are nonsingular because of
the screening. This means that all the observables that are
dominated by the collisions with the momentum transfer
smaller than 7 /v can be calculated (even with the correct
numerical prefactors) within the RPA. The RPA result for those
observables that are dominated by qup ~ T is parametrically
correct, but the value of the prefactor cannot be found using the
RPA.

Below we employ the finite-7T RPA for calculation of
various scattering rates in graphene. For the sake of generality,
we keep N as a parameter. In what follows we focus on the
case oy N < 1, but whenever the rate under consideration is
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dominated by gvr < T, the condition N >> 1 can be removed
so that we are allowed to use the RPA for N ~ 1.

IV. SCATTERING RATES

In this section we calculate various inelastic-scattering rates
in clean graphene at finite temperature. More specifically,
we focus on the quantum scattering rate (and dephasing)
and the energy relaxation rate induced by the RPA-screened
Coulomb interaction. In Sec. V A below, we will also calculate
the transport scattering rate due to inelastic collisions. The
quantum scattering rate determines the lifetime of quantum
states (plane waves) and is related to the dephasing rate. The
energy relaxation rate governs the relaxation of the quasipar-
ticle distribution function. Finally, the transport scattering rate
describes the influence of the inelastic scattering on transport
phenomena.

Although the origin of all these rates is the same—the
inelastic electron-electron collisions, these rates may strongly
differ from each other. For instance, this is exactly what
happens in diffusive metals**® because of the infrared-
singular collision kernel. Another prominent example of a
nontrivial behavior of relaxation rates related to the infrared
singularities is a Luttinger liquid (disordered or clean).%¢-%
On the other hand, within the Fermi-liquid theory of clean
metals all the inelastic-scattering rates behave in the same
way, since the characteristic frequency and momenta transfer
in the course of electron-electron collisions is determined by
temperature. The goal of this section is to understand whether
or not the situation in clean graphene is similar to that of the
Fermi liquid.

We have already mentioned in the Introduction (Sec. I)
the previous works on the inelastic quantum scattering rate
in graphene.’>> These works addressed the scattering rate
at the GR level at zero temperature and obtained the Fermi-
liquid-type result 7' ~ a; Ne < €. Naively, one could think
that at finite temperature this consideration would lead to
! ~ a2NT. However, since the GR result is completely
determined by the “mass shell” (w = vpq) (see discussion in
Sec. IIT A) one concludes that the RPA resummation (which
kills the on-shell interaction) would yield Ty Y(e) =0 for
T = 0 and arbitrary €. Therefore the finite-T expectation based
on the GR is also doubtful.

How the quasiparticle broadening behaves in the experi-
mentally relevant case of finite temperature is thus by far not
obvious. As discussed in Sec. I1I B, the finite density of states at
nonzero T leads to screening of the Coulomb interaction, thus
justifying the use of the RPA which then sums up the most
singular contributions of the interaction for small momenta,
qvr < T.Inthis section we find the behavior of inelastic rates
at finite temperature within the RPA. As we have already seen
in Sec. III B, the behavior of the polarization operator at finite
temperature is highly nontrivial. This leads to a rather rich
behavior of the scattering rates.

It turns out that, in addition to the temperature scale,
two more characteristic scales appear which are relevant for
relaxation rates: aéN 2T and ayNT. In this section we will
distinguish between the four regimes (I-IV) as shown in
Fig. 5. The contributions to each of the scattering rates from
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FIG. 5. Characteristic energy scales separating domains of dis-
tinct behavior of the rates.

different regions (14, see Fig. 3) of the momentum-frequency
plane are calculated separately.

A. Quantum scattering rate in graphene

One of the main manifestations of the inelastic scattering
in electronic systems is the interaction-induced dephasing.
In order to analyze the effects of dephasing in graphene,
we will follow the route suggested by earlier works on 2D
(in particular, diffusive) systems.’® A natural first step is to
calculate the quantum scattering rate 7.~ I which is given by
the imaginary part of the quasiparticle self-energy taken at the
mass shell. Indeed, for conventional metals with parabolic
dispersion, in the high-temperature (ballistic) regime, the
dephasing rate 7, ! to leading order is given by !; see
Ref. 70. In the diffusive regime, the scattering kernel acquires
an infrared singularity leading to a divergent t! at finite
T. This is a manifestation of the fact that the single-particle
self-energy is not a gauge-invariant object; no divergencies
occur in observable (gauge-invariant) quantities, such as,
e.g., the dephasing rate. However, even when the quantum
scattering rate diverges, the calculation of it turns out to be
instructive: A parametrically correct result for the dephasing
rate can be obtained from the expression for 7.~ ! supplemented
with an appropriate infrared cutoff. It is thus useful to begin
with analyzing 7.

1. Quantum scattering rate: Definitions

The peculiarity of graphene is that the self-energy is a
matrix in the sublattice space, which has a nonzero imaginary
part, ImX¥, [Eq. (24)], in the off-diagonal components.
Therefore the definition of the quantum scattering time in
graphene is actually not unique. Indeed, one can associate
with the quantum scattering rate the on-shell value of the
imaginary correction to the energy in the full Green’s function,
Im ¥, [Eq. (23)], similarly to the conventional Fermi-liquid
theory:

1
= —6(6) Im (e P e,

2t4(€)
—0(—€) ImZc(—vrp,P)e—e)p, - (52)

Here at € > 0 we have taken the self-energy at the “+4” mass
shell corresponding to the positive energies, € = vpp, and at
€ < 0 on the “—" mass shell. Clearly,

1 1

74(€) - Tq(—€)

(33)

for undoped graphene (u = 0) because of the particle-hole
symmetry. Within the RPA the explicit expression for the
imaginary part of the total self-energy X, taken at € = vpp
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reads
Im X2, (vpp,p)
7 dw
=-7 / Py [g(w) + f(vrp — a))]/

X [6(vrp —w —vr|p —q))
+ $(vpp — @+ vplp —q)]. (54)

d’q
Gy D@

Alternatively, one can introduce the lifetime of the 4- and —
chiral states through the corresponding self-energies, Eq. (30):

1
=—ImX ,
) m X4 (e,p)|

(55)

p=lel/vr

which yields
1 1

(e t(—e)

(56)

Using Egs. (30) and (6), we get for the self-energy of electrons
(+ chirality)

Im 2y (vrp.p)

d*q

T dw R
= —E/Z[g(w)—f-f(UFp—w)]/ 2n)? Im D™ (w,q)
x |:<1+M> S(vrp — @ —vrlp —q|)
rlp—q|

rlp — 4|

for the “own” mass shell, and

+ (1 - M) S(urp —w+vp|p—q|>} (57)

Im X, (—vrp,p)

T dw dzq R
= ——/E[g(w)ﬂLf(—vFP—w)]/WImD (0.q)

2

X [(1 - —p(p_q)> 8(—vrFp —w —vr|p —q|)
rlp —q

+ (HM) 8(—vpp—w+vp|p—q|)]
plp — 4

(58)

for the “wrong” (hole) mass shell.
The main formal difference between the two relaxation
rates, Eqs. (52) and (55), which are related by
1 1 1
= + ’
Tq(€)  2t4(e)  27_(€)

(59)

is in the appearance of Dirac factors 1 &+ cosé in Egs. (57)
and (58) where 6 = arccos(pp’/pp’) is the scattering angle
between the incoming momentum p and the momentum
p’ = p — q after scattering. These factors are related to the
additional Berry phase in the problem of Dirac particles,
which arises due to the overlap of Bloch functions and, in
particular, forbids the backscattering within the same chirality
and valley. Note that for well-defined quasiparticles (i.e., in
a Fermi-liquid situation) the self-energy at a “wrong” mass
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shell would never be relevant. However, if the quasiparticle
broadening is larger than the characteristic energy, this is no
longer the case, so that Eq. (58) may then contribute to the
observables.

In Eq. (57), the term with 1 4 cos@ corresponds to the
electron-electron scattering (right panel of Fig. 1), which is
determined by the contribution of region 3 in Fig. 3. The term
with 1 — cos @ is due to electron-hole scattering (electron-hole
pairs, left panel of Fig. 1) accompanied by the excitation of
plasmons and is determined by the contribution of region 1 in
Fig. 3. The latter contribution is suppressed for the forward
scattering 6 = 0 because of the Dirac factor. Furthermore,
at zero temperature only the electron-electron processes are
allowed by the kinematic restrictions.

At finite T, however, the situation is different for low-
energy domains I and II (¢ < a, NT'), where the contributions
of the electron-electron and electron-hole scattering to the
inelastic quantum scattering rates are of the same order.
This means that the low-energy electron-type and hole-
type quasiparticles are strongly correlated by the mutual
inelastic scattering, whereas at higher energies (¢ > a,NT,
corresponding to domains III and IV) the electronic and
hole subsystems are only weakly coupled with each other,
in agreement with Ref. 58.

As we will see below, depending on the energy range,
Fig. 5, both 7~ !and 7! may be larger or smaller than energy.
When the quasiparticle’s broadening is small, the two rates
coincide since the inelastic scattering is dominated by small
scattering angles 6 and the Dirac factors reduce to 0 and 1.
At the lowest energies (domains I and II), both 7~ Uand 1!
exceed the energy which makes the notion of mass shell not
well defined. In particular, due to the inelastic broadening, the
electronic excitation (+ chirality) has tails at negative energies
which overlap with the hole mass shell.

Furthermore, as shown in Sec. IV C, the characteristic rate
of the energy relaxation (energy mixing due to the diffusion
over energy) at low energies is of the same order as the quantum
scattering rate, so that the electronic excitations constantly
explore the hole mass shell and vice versa. In this situation,
the broadening of quasiparticles of a given chirality is in effect
described by the total scattering rate 7~ !, according to Eq. (59)
rather than Eq. (55). Therefore in what follows we will mostly
focus on the Fermi-liquid-type total rate 7° !, formally defined
in Eq. (52).

2. Quantum scattering rates: Results and discussion

The evaluation of integrals involved in the calculation of
the total quantum scattering rate 7,° !'is outlined in Appendix
B. The result depends on the energy range (see Fig. 5):

aL /s, € K a;N’T, 1
1

274(€) TN o T,  a;N’T e K a;NT, 11 (60)

c3agT, a,NT e, I, IV.

Here ¢y ~ 1, ¢; = 3m/2, and ¢3 = 26(2)/m are the numerical
coefficients of order unity, S(x) is the Dirichlet beta function,
and B(2) is the Catalan constant. Note that for energies in
regimes II, III, and IV, the number of independent flavors
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FIG. 6. (Color online) Quantum scattering rate for a,N =
4 x 107* (double logarithmic scale). Dots: exact values ob-
tained by numerical evaluation; solid lines: analytical asymptotics,
Eq. (60).

N drops out from the expression for 4. The comparison
of the asymptotic expressions (60) with the exact numerical
evaluations is shown in Fig. 6.

The obtained rates are dominated by different values
of momenta transferred during the collision. Furthermore,
depending on the energy range, the main contribution may
come from different regions of the Q vs Q2 plane (Fig. 3) as
shown in Table I.

In regime I the result is determined by momenta of
order temperature and therefore all four regions contribute
in the same way: ‘L'(;l ~ (eT)"?/N. All scattering angles 6
contribute to the result in regime I. In order to evaluate the
numerical prefactor c; one needs the knowledge of the screened
interaction in the crossover around gvr ~ T, which is beyond
the analytic approximations for the polarization operator used
above. For energies in regime II the dominant contributions
come from regions 3 (electron-electron scattering) and 1
(electron-hole scattering); in both of them all scattering angles
6 contribute. In regimes III and IV the main contribution to
the quantum scattering rate stems from region 3 (electron-
electron scattering) and is dominated by forward scattering
O SagNT /e K 1).

An important feature of the quantum scattering rate is
its nonmonotonic energy dependence; see Eq. (60) and
Fig. 6: with increasing energy the quasiparticle broadening
first grows in regime I, has a maximum at € ~ a§N2T,
then decreases in regime II, and finally becomes energy
independent. The maximum of 7.~ ! occurs due to the resonant
emission/absorption of plasmonic excitations. We will see
below that the nonmonotonicity of the energy dependence is
related to the peculiar properties of the dynamical screening

TABLE I. Momentum/frequency scales and regions of the Q-
Q plane that dominate the quantum scattering rate rq“ in different
domains (I, 11, III, and IV) of energy €.

T I I I v
qup ~ @ T (agNT) /e a,NT a,NT
Regions 1,2,3.4 1,3 3 3
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FIG. 7. (Color online) Quantum scattering rate r;l for the +
chirality (electrons) for ay N = 4 x 1073 (double logarithmic scale).
Dots: exact values obtained by numerical evaluation; solid lines:
analytical asymptotics (see Appendix B).

in graphene and is a characteristic feature of all inelastic-
scattering rates in graphene.

In Fig. 7 we show the results for the quantum scattering
rate of electrons, r;l, defined in Eq. (55). One sees that
Fig. 7 represents an “unfolding” of Fig. 6 into the contributions
of “own” (¢ > 0) and “wrong” (¢ < 0) mass shells, according
to Eq. (59). The hole mass shell with € < 0 is probed by elec-
trons due to the strong quasiparticle broadening. At posi-
tive energies in regimes III and IV (¢ > a,NT), the total
scattering rate 7, ! is dominated by the electronic scattering

rate T, g

In contrast to the naive expectation (rq’l ~ aéN T) based
on the Fermi GR result, the quantum scattering rate calculated
within the RPA is proportional to «, (and does not depend
on N) for € > a;N>T and is independent of o, at the
lowest energies. This enhancement of the inelastic scattering
for ag N < 1 is a result of peculiar screening properties of
graphene at finite 7 which leads to a nonanalytic behavior
of the rate as a function of the natural four-fermion coupling
constant Olé. This behavior bears a certain similarity to the
behavior of the quantum scattering rate in a spinful Luttinger
liquid.®-7

Since the RPA quasiparticle broadening in domain I may
overlap with the higher-energy domains, where the quantum
scattering rate is of the order of o, T, one can speculate that
the characteristic strength of inelastic scattering is given by
71 (e) ~ a,T also at low energies. Of course, the calculation
based on the lowest-order RPA diagrams for the self-energy
is then insufficient. Moreover, the typical observables at finite
temperatures are dominated by € ~ T (the border between
domains III and IV), where the quasiclassical broadening is
smaller than the energy and the above calculation is justified.
The low-energy inelastic relaxation may become relevant in
the context of spectroscopy under strongly nonequilibrium
conditions, for example, in problems related to tunneling into
a nonequilibrium state (cf. Ref. 69). In this situation the
inelastic effects can be treated within the quantum-kinetic
approach including non-RPA contributions, similarly to one-
dimensional problems.®

B. Dephasing rate at high temperatures

Let us now discuss the dephasing rate. The result for
the quantum scattering rate obtained for the clean graphene
allows us to evaluate the dephasing rate relevant to weak
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(anti)localization in the ballistic regime* of high temperatures
T t4is > 1, where tg4; is the elastic mean free time due to
scattering off impurities. It is worth noting that this condition
may coexist with the condition 74 > 74;; which allows long
interfering paths in the weak-localization experiment. Indeed,
the inelastic scattering is suppressed with decreasing o, (even
though in a nontrivial way) so that one expects that T4 can be
made arbitrarily long.

The result for the quantum scattering rate, Eq. (60), remains
intact (up to the change in prefactor) when we calculate it in a
self-consistent way as appropriate for estimating the dephasing
rate:

o0
rq,,_'cx/ do.... (61)
(Tg)"!
This happens due to the fact that the characteristic momenta
dominating the integrals for the quantum scattering rate in
regimes II, III, and IV is of the same order as the resulting
rate [see Table I and Eq. (60)]; both are ~a,T for N ~ 1
(for N > 1, the characteristic momenta are much higher
than 1/74). In regime I of lowest energies, the characteristic
momentum transfer is much higher than the rate. Therefore
in all these regimes the infrared cutoff is redundant and the
dephasing rate is given by the quantum scattering rate, Eq. (60),
similarly to the case of conventional metals in the ballistic
regime7O (although, in contrast to the conventional case, the
characteristic transferred frequencies are much smaller than
temperature). Since the characteristic energies involved in the
transport coefficients are of order of 7', we conclude that
in the ballistic regime the interference effects are governed
by
1
— ~o,T. (62)
¢
This prediction can be verified by transport experiments on
graphene at sufficiently high temperatures (depending on
the purity of the system, 7 2 10-100 K for a typical setup
with graphene deposited on a insulating substrate and T >
1-10 K for suspended graphene flakes). At lower temperatures
T 74is < 1 corresponding to the “diffusive regime” with respect
to interaction, one expects the conventional®>7! diffusive result
for the dephasing rate,
1 T
— ~ —Ing, (63)
Ty 8
where g is the dimensionless Dirac-point conductance. At the
Dirac point g is close to unity and hence 7, b~

C. Energy relaxation rate

Let us now discuss the energy relaxation time in clean
graphene. In Sec. IV A we have seen that the typical momen-
tum or energy transfer during the electron-electron collision
is much smaller than temperature. In this situation, the energy
relaxation occurs through multiple-scattering processes, which
can be viewed as diffusion in energy space (see, e.g.,
Ref. 72). The characteristic energy relaxation rate is given
by the diffusion coefficient of this problem, which amounts
to introducing the factor Kr = w?/T?, see Appendix Bl,
into the collision kernel. More rigorous calculation of
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FIG. 8. (Color online) Energy relaxation rate for a,N =4 x
1073 (double logarithmic scale), obtained from the energy-diffusion
consideration. Dots: exact values obtained by numerical evaluation;
solid lines: analytical asymptotics, Eq. (64). Since the energy-
diffusion approximation employed in the calculation is not justi-
fied in regime IV, we do not present the results in this regime
fore > T.

the energy relaxation or equilibritation rates can be done
using the language of kinetic equation; here we only es-
timate the typical rate 7, ! within the energy diffusion
picture.

Once the quantum scattering rate is obtained, the calculation
of the energy relaxation rate can be done using the same steps
as described in the previous section. Technically, the integrals
in Eq. (54) are only slightly changed, which leads, however,
to a substantial difference between the two rates. The detailed
calculation can be found in Appendix B; here we present only
the result:

T €
VT I
a?NT ¢
U Z/Tln(aég), LI (g4

TE(€)
2 €\3/2 1
CYgNT(T) ln(ag—N), V.
In particular, we have the following estimates for the en-
ergy relaxation rate at characteristic energies separating the
regimes:

o 2 A2
a,T, € othT

1 ~ O[E/ZNUZTIH(D[:N), € ’\'OlgNT (65)
Tg(€)
agNTln (%%N) e~T.

Again the obtained rates are dominated by different mo-
mentum scales and by contributions of different regions as
shown in Table II. Due to the factor g all contributions
except in regime [V are now determined by momenta of order
temperature, which does not allow us to find the numerical
value of the prefactors analytically.

Furthermore, in fact, the above calculation based on the
energy diffusion is not justified for “hot electrons” with
high energies, € > T. Indeed, within our consideration, the
characteristic energy transfer dominating the energy relaxation
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TABLE II. Momentum/frequency scales and regions of the Q-
Q plane that dominate the energy relaxation rate T Uin different
domains (I, II, III, and IV) of energy e.

T8 I I I v
qup ~ ® T T T €
Regions 1,234 1,2,3,4 1,234 4

in regime IV turns out to be much higher than 7', in contrast
to the original assumption. Therefore the estimate Eq. (64) for
regime IV cannot be trusted and another approach is needed
for this regime.

The numerical results for the energy relaxation rate are
shown in Fig. 8 together with the analytical asymptotics,
Eq. (64). One sees that the energy relaxation has a minimum
at € ~ T, where we recover, up to the logarithmic factor
[Inc,|, the GR result tbfl ~ a2NT. At lower energies the
inelastic scattering is enhanced due to the resonance in the RPA
interaction propagator (the resonant condition corresponds to
€~ aéN 2T), whereas at high energies the energy relaxation is
stronger because of the large phase space available for inelastic
processes. We remind the reader, however, that at € > T the
above calculation based on the energy-diffusion approximation
is not justified. In order to find the correct relaxation of the
distribution functions in this regime of hot electrons, one
should solve the corresponding kinetic equation which can
be reduced to the Fokker-Planck equation. This will be done
elsewhere.

V. TRANSPORT RATE AND CONDUCTIVITY

A. Transport scattering rate due to inelastic collisions

In this section we calculate the transport relaxation rate due
to inelastic collisions. The expression for the corresponding
kernel of the self-energy can be deduced from the interaction-
induced correction to the conductivity, as described below.
We are interested in the linear-response dc conductivity. The
leading-order perturbative correction to the conductivity due
to Coulomb interaction is given by the two diagrams shown in
Fig. 9.

In the absence of interaction, the conductivity of a clean
graphene diverges at finite temperature. Therefore we have
regularized the diagrams by introducing a small broadening
(8) which mimics the finite lifetime due to weak disorder.
The general analytic expression of the lowest-order interaction
correction to the conductivity within the Keldysh formalism
can be found in Ref. 71. This correction can be split into
two parts [Figs. 9(a) and 9(b), respectively]: o = §o° + 507,

(a) (b)

VRO vpo Vpd VRO

FIG. 9. Diagrams describing the first-order interaction correction
to the conductivity.
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where

s d’pi (dey [d’py [de; df R A
Saﬂﬁ (27[)2/ (27.[)2/27_[ 9e ——Tr{jg[G™(1) — G"(D]jp
< [(f2+ D" = DG MG @)GH (1) - GAHG @G ()]
+ HLIGRDIGR*2)D® — G*2)D1GR (1) — GA(DIGR2)D® — G*2)D1G* (DI} (66)

is the self-energy contribution and

v _ d’py (de [d’pr [dedfy R
86135 T (27.[)2/ (27T)2 /Ea_Tr{Jﬁ(fZ'i_g)[D -D ]
x [GR(DHGR(©2) — GH(1HG*2)1js[GR(2)GR(1) — GA(2)GA(1)]

+2jg LIGR(1) — GAIIDAGR(2)jsGR(2) — DRGA(2)jsG*()1js[GR(1) — GA(D)]) (67)

is due to the vertex correction. Here jg = evrop is the current operator in graphene and we used the shorthand notations for
the arguments of Green’s functions: 1 = pq,€; and 2 = p,,€,. We first trace out the sublattice structure and then regularize
the divergent integrals by §. The most divergent interaction-induced correction to the dc conductivity is then proportional

to 8§72

e vE [de af d62 d*p1 (d’p>
So = F 8(ep — 8
o=-"79 /27_[ Be, e | any m[8(er — vrp1) + 8(€1 + vrp1)] sgne;
X |:1 (pl pz)][l +<p1- p2>:| Ks(€1,€1 — €,p1,P1 — P2)- (68)
pP1p2 ‘ pPip2

Transport factor Dirac factor

Here Ky is the integral kernel of the self-energy:

R d’q do
Im Zf(e,p) = f Ks(e,0.p.q).  (69)

@ny

The correction, Eq. (68), is determined by inelastic electron-
electron scattering. In the diagrams of the leading order in
bare interaction shown in Fig. 9, we have Ky o Im Dy = 0,
so that the inelastic corrections are zero. What remains
in the first-order conductivity correction, Fig. 9, are the
contributions responsible for the renormalization of the Fermi
velocity in graphene coming from the real part of the
self-energy; note that these contributions are less singular
ins~!.

Thus we have to consider higher-order corrections. In
Fig. 10 one can see all classes of second-order skeleton

(a) (b)

Vpd vpd UE vpd @ vpd
(d)

vpd @ vpd  Up @ vpd vpd

FIG. 10. Second-order skeleton diagrams for the conductivity.

diagrams. There are also the second-order diagrams of the
ladder type; see Fig. 11. Such diagrams contribute only to the
renormalization of wvp, similarly to the diagrams in
Fig. 9, and their contribution has been already in-
cluded into the calculation simply by the replacement
vp — vp(T).

In the large N approximation diagrams in Figs. 10(d)-10(f)
dominate. Diagram 10(f) is known as the Coulomb drag
diagram and yields a zero contribution at the Dirac point
due to electron-hole symmetry (see Refs. 73 and 74 and
Appendix C). Thus we are left with diagrams 10(d) and 10(e)
which correspond to the two diagrams shown in Fig. 9 with
the second-order correction to the interaction instead of the
bare one. For these two diagrams Eq. (68) still holds with
Ky ocIm D,. This suggests to replace the bare interaction
lines shown in Fig. 9 by the RPA interaction lines, which
would correspond to Eq. (68) with Ky o< Im Dgpa. Note
that even with the RPA-dressed interaction, Eq. (68) still
yields a divergent contribution which we have regularized
with §.

(a) (b) (c) (d)
i vpd vpd vpd mf@.-, 7 vy .f@mf

FIG. 11. Examples of second-order diagrams for the conductivity
that contribute to the renormalization of velocity.
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Considering the two independent scattering processes with
the transport scattering rates § and 7, ' such that we find the
Drude conductivity in the form

. Cone\ i
o= / de ple) ( 3¢ ) Mtaes

where ng(€) = [1 — f(€)]/2 is the thermal Fermi distribution
function and p(e) is the thermodynamic density of states.
Expanding this formula in (§7,)~!, we get the “interaction-
induced” correction:

etz
do = 5 /de

Comparing Eq. (71) with Eq. (68) we can identify the
interaction-induced transport scattering rate in graphene.
The transport scattering rate obtained from the conduc-
tivity correction corresponds to the kernel /C defined in
Appendix B1.

Furthermore, the connection between the kernels in the
transport scattering rate and the quantum scattering rate also
follows from Egs. (68), (69), and (71). One can see from
Eq. (68) that in the transport scattering rate not only is the
contribution of forward scattering processes suppressed as in
conventional systems but also the contribution of the backward
scattering. The latter suppression is due to the Berry phase of
7 in graphene.

In the above derivation we have assumed 8 > 7, which
allowed us to extract 7, ' from the expansion of the conduc-
tivity in 7, '. Using the generalized GR approach, we show
in Appendix C that the expression for the transport scattering
rate obtained in this way remains valid also for § — 0.

af p(e)
de Tu(€)

(71)

B. Transport scattering rate: Results

Similarly to the quantum scattering rate, the transport rate
is dominated by region 3 in regimes II, III, and IV. Again, this
is not so for energies that are in regime II. In this case, we have
an additional contribution from region 1, like in Sec. IV A.
The calculation outlined in Appendix B yields

T €
VT I
| o, T, |
~ (72)

tw(€)  |aNT(L), 1

aNT(L)’, 1V.

The characteristic momenta dominating the transport scat-
tering rate as well as the relevant regions in the Q-2 plane are
shown in Table III. The transport scattering rate in regimes
Il and III is dominated by momenta much smaller than
temperature, which allows us to find the numerical prefactors
(given in Appendix B). Regimes I and IV are determined by
momenta of order temperature, which does not allow us to
find the numerical coefficient in these regimes. The analytical
asymptotics are plotted alongside with the exact numerical
result in Fig. 12.
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I R || SR o
aIN’T  aNT T

FIG. 12. (Color online) Transport scattering rate for a,N =
4 x 1073 (double logarithmic scale). Dots: exact values ob-
tained by numerical evaluation; solid lines: analytical asymptotics,
Eq. (72).

Similarly to Sec. IV C, we see a strong enhancement of the
transport scattering rate in region II. When energy approaches
temperature, the GR result

;' (e ~T)~a;NT (73)

is reproduced.
Comparing the transport scattering rate with the energy
relaxation rate,
Tir 1

oo In —, 74
TE(XnOlgN ( )

we observe that in the limit of small «, the relaxation of
energy due to the inelastic collisions occurs much faster than
the velocity relaxation, 7, > tg. The difference between the
two rates comes from the fact that the forward scattering in
graphene is strongly enhanced. The RPA screening suppresses
the contribution of scattering angles smaller than «, thus
regularizing the logarithmically divergent contribution to the
energy relaxation rate. On the other hand, the transport factor in
Ky, see Eq. (68), kills the contribution of the forward scattering
to the transport scattering rate much more efficiently than the
RPA screening (this is the reason why the GR result for 7
is parametrically correct), so that no logarithmic factor arises
in 7.

The relation Eq. (74) justifies the hydrodynamic
approach:’%0-92 the distribution functions of electrons and
holes equilibrate within each type of carriers much faster
than the direction of the velocity is changed. As a result, the
distribution functions effectively depend only on the velocity
direction. This means that the interaction-induced transport

TABLE III. Momentum/frequency scales and regions of the Q-2
plane that dominate the transport scattering rate 7, ' in different
domains (I, II, III, and IV) of energy €.

Ty 1 I III v
qur ~ @ T a;N°T/e € T
Regions 1,2,3,4 1,3 3 3
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scattering rate entering the observables should be averaged
over the temperature window:

af
(‘L'_l> = fomde p) ﬁ%
tr fooodé p(E) %

This energy-averaging procedure exactly corresponds to
the solution of kinetic equation in Refs. 56 and 57; see
Appendix D.

Evaluating the integral in Eq. (75) numerically with the
exact expression for the RPA propagators, we find

(75)

(ry') ~0.9890;NT. (76)

The numerical prefactor in this result agrees with that found
in Ref. 56 for the direct interaction term. As we will see
below, this averaged value of the transport scattering rate can
be substituted into the Drude expression for the conductivity,
which yields the parametrically correct result for the collision-
dominated conductivity of clean graphene.

C. Collision-limited conductivity

Above, when calculating the conductivity, we have assumed
that the finite lifetime of quasiparticles is provided by some
artificially introduced broadening §, which mimics disorder.
The introduction of the artificial lifetime allowed us to identify
the contribution of the inelastic collisions to the transport
scattering rate by considering the perturbative-in-interaction
contributions to the conductivity. Let us now discuss the
conductivity of clean graphene, or, more precisely, the conduc-
tivity of graphene in the regime when the inelastic collisions
dominate over disorder scattering.

The conductivity of graphene at the Dirac point is a rather
intricate quantity. In the absence of interaction, transport in the
ballistic limit shows remarkable peculiarities in graphene.’
The interplay between vanishing density of states and van-
ishing scattering rate leads to the nonuniversal conductivity
that depends on the measurement details. In particular, the
finite-size clean graphene sample of the ‘“short-and-wide”
geometry shows a behavior analogous to that of a normal
diffusive metal. The zero-T conductivity of such a setup is
0 =4 x % /mh. The same value of conductivity was predicted
for an infinite sample with a large but finite electron lifetime.
A different result, 0 = ¢?/2h, was found in the undoped
graphene at a large frequency. At any nonzero value of the
chemical potential, the conductivity of clean graphene is
infinite. At finite temperature, energies within the temperature
window contribute to the conductivity. This implies that the
Dirac-point conductivity becomes infinite in the noninteracting
case at any nonzero 7.

As has been shown in Refs. 5658, the conductivity of
clean undoped graphene becomes finite due to the inelastic
electron-electron collisions. The estimate for the collision-
limited conductivity can be obtained by substituting the typical
value of interaction-induced transport scattering time, Eq. (73),
and the typical density of thermally populated states, p(T) ~
NT/ v%, into the Drude formula, which yields

e? (TYW2ru(T) e NT , 1 et 1 a7
o=— Vi, ~N Y~ ——,
n’ F h vz F()t;NT h o2
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Note that the explicit dependence on T, N, and vp drops
out from this formula; however, the temperature dependence
appears in Eq. (77) implicitly through the renormaliza-
tion of ag. A more rigorous calculation of the collision-
limited conductivity requires the analysis of the kinetic
equation.’®>’ Importantly, the fast energy relaxation dis-
cussed above not only simplifies such an analysis, but
also reduces the kinetic equation to the hydrodynamic
model. 3862

The consideration of Sec. VA, which allowed us to
find the transport scattering rate from the expression for
the conductivity, relied on the perturbative treatment of the
interaction. This assumes the following hierarchy of the energy
scales:

T, K8 <KT. (78)

The first inequality implies that the broadening of the Green’s
functions is due to the artificial “disorder” rate §, whereas
the second inequality establishes the ballistic regime which
allows us to neglect the dressing of interaction by disorder.
Since the characteristic frequency transfer in the transport
scattering rate is of order of temperature, the resulting 7, '
does not depend on § as long as § <« T. Furthermore, in
Appendix C we have calculated rtr_l from the generalized
GR approach for § = 0 and reproduced the transport kernel
K from Appendix B. Therefore we expect that the Drude
formula, yielding Eq. (77), is applicable also for 7' >> 8, i.e.,
in the collision-dominated transport regime. This expectation
is supported by the results of Refs. 56—58 and the comparison
of our results with the solution of kinetic equation outlined in
Appendix D.

Assuming the validity of the Drude formula for § <«
1!, we evaluate the conductivity using the energy-averaged
transport scattering rate given by Eq. (76):

e* Nx 20.7

o af _ e 0.
o= (Tn_1>/0 dep(€) 5~ 7, ag. (79)
This result agrees with that found in Refs. 56 and 57 within the
kinetic equation approach [note that in Eq. (79) we included
only the contribution of the direct interaction, which survives
the large-N limit].

It is worth noting here that the kinetic approach of Refs. 56
and 57 was based on the GR calculation of the self-energies.
As we have seen in Sec. V A, the RPA result for the transport
scattering rate at relevant energies € ~ T [as well as the
energy-averaged characteristic rate, Eq. (75)] has the same
form as given by the GR. Moreover, the averaging of the
energy-dependent transport scattering rate using Eq. (75)
yields the same numerical prefactor as follows from the kinetic
equation with the GR collision integral,®’; see Eq. (76).
Therefore we conclude that the RPA resummation does not
change the numerical prefactor of conductivity in the leading
order in af,. In other words, unlike the quantum scattering
(or dephasing) rate considered in Secs. IVA2 and IVB,
the calculation of the conductivity can be done within the
golden-rule approach. The RPA resummation yields only
subleading-in-a, corrections to the conductivity, as explained
in Appendix D.

155441-15



SCHUTT, OSTROVSKY, GORNYT, AND MIRLIN

\‘
Phonons

‘\ Anti-loc.

q > £
@ Tyis

FIG. 13. (Color online) Schematic plot (only parametrical scales
are given) of the temperature dependence of the Drude conductivity
(in units of e?/h; solid line) o, K 1/In(Atg,), where A is the
bandwidth. For simplicity, the logarithmic temperature corrections
to ay, which comes from the renormalization, is not shown. Dashed
lines: low-T behavior of the conductivity governed by quantum
interference effects; depending on the character of disorder, the local-
ization, antilocalization, or criticality (coincides with the solid line)
may occur. Dash-dotted line: expected high-T behavior governed by
electron-phonon scattering.

Finally, let us discuss on the qualitative level the effect
of disorder on the Dirac-point conductivity in graphene. For
simplicity we set N = 1 below. In the absence of interaction,
effect of disorder on transport in the ballistic regime is
highly unconventional and strongly depends on the type of
randomness.'>141875 On the other hand, as we have seen
above, the interaction effects are crucially important for the
transport already in a clean system. It is thus important
to explore transport in realistic graphene structures, with
both the electron-electron interaction and disorder taken into
account.

The role of disorder here is twofold: (i) potential disorder
introduces velocity relaxation, thus contributing to the trans-
port scattering rate,

1 5 1
—~o, T+ —, (80)
Tir Tdis
and (ii) establishes a finite density of states already in the Dirac
point,

1
pxT+ —. (81)

Substituting these formulas into the Drude conductivity,
we obtain the following result describing the crossover
between the collision-dominated and disorder-dominated
regimes:

2 T+-+
o~ —— d.sl_. (82)
h o2T + =
8 Tdis
This expected temperature dependence of the Drude conduc-
tivity is shown in Fig. 13 for the case of weak interaction (or

strong disorder), o, < 1/In(A7gis) when the renormalization
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ot To Ae ™

FIG. 14. (Color online) Schematic plot of the temperature de-
pendence of the Drude conductivity (in units of e¢?/h) for strong
interaction, oz, 3> 1/ In(Atg;). The characteristic scale Ty is given by
Ty ~ r(;is' In®(A /To) ~ rcfisl In®(Atgs). For possible deviations at low
and high T (interference and phonon contributions, respectively), see
Fig. 13.

of a, gives only small logarithmic corrections. For stronger
interaction (or weaker disorder), o, < 1/ In(A1gj), the renor-
malization of

g

(1) 1+%mn2

becomes strong [so that the renormalized coupling “forgets”
about its bare value, a,(T) — 4/In(A/T)] already in the
collision-dominated regime; see Fig. 14. One sees that, since
the interaction-induced transport rate contains af, whereas
the density of states of thermally excited quasiparticles does
not, the two crossover T scales appear, which establishes an
intermediate regime of the ballistic transport,

. KT K —5—.

Tdis O, Tdis
Again, a more rigorous derivation of the conductivity in
the presence of both disorder and inelastic scattering is
based on kinetic equation approach and will be performed
elsewhere. Note that we neglected the phonon contribution to
the relaxation rates (for estimate of their contribution, see,
e.g., Ref. 24) which becomes relevant at sufficiently high
temperatures.

At T ~ 1/t4is the Drude conductivity becomes of the order
of conductance quantum and the dephasing rate becomes of
the order of T. At lower temperatures, the T dependence of the
conductivity is governed by interference effects: localization,
antilocalization, or critical behavior may occur, depending on
the symmetry of disorder.'®!”-7® The crossover scale 1/7g; in
typical experiments on high-quality graphene is in the range
T ~ 1-100 K.

VI. CONCLUSIONS

In conclusion, we have analyzed the inelastic electron-elec-
tron scattering in graphene using the Keldysh diagrammatic
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approach. We have demonstrated that finite temperature
strongly affects the screening properties of graphene. This,
in turn, dramatically influences the inelastic-scattering rates
as compared to the zero-temperature case. We have calcu-
lated the finite-7 quantum scattering rate, see Eq. (60) and
Fig. 6, which is relevant for dephasing of interference
processes. We have identified a hierarchy of regimes, Eq. (5),
arising due to the interplay of a plasmon enhancement of the
scattering and finite-temperature screening of the interaction.
The lifetime of quasiparticles with energies close to the Dirac
point has been found to be independent of the coupling
constant. We have further calculated the energy relaxation rate,
Eq. (64) and Fig. 8, and transport scattering rate, Eq. (72)
and Fig. 12. For all the three rates, we have found a
nonmonotonic energy dependence which has been attributed
to the resonant excitation of plasmons. Finally, we have
discussed the collision-limited conductivity of clean graphene
as well as the expected behavior of the high-temperature
conductivity in the presence of disorder, see Eqs. (79) and
(82), respectively. Our results complement the kinetic equa-
tion and hydrodynamic approaches for the collision-limited
conductivity.

Our approach, which employs the Keldysh formalism,
can be generalized for the treatment of physics of inelas-
tic processes in strongly nonequilibrium setups. In partic-
ular, this framework is expected to allow us to investi-
gate interaction effects on full counting statistics of the
electron transport in graphene and to develop the theory

PHYSICAL REVIEW B 83, 155441 (2011)

of tunneling spectroscopy in a strongly biased graphene
setup.
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APPENDIX A: POLARIZATION OPERATOR

In this appendix we evaluate the polarization operator,
Eq. (34), at finite temperature. In a scattering process with
emitting a photon, three different momenta are involved,
which form in two dimensions triangles, as shown in Fig. 15.
Specifically, if an electron before scattering has the momentum
p and the emitted photon carries momentum g, the electron
that is left over has to carry p — q. The angular integration
over the transferred momentum ¢ becomes complicated.
To proceed further it is convenient to choose elliptic co-
ordinates defined by §E = p+|p—qland n=p —|p—q|.
The corresponding coordinate system is shown in Fig. 15.
Using the elliptic coordinates, the expressions for the imag-
inary and real parts of the polarization bubble take the
form

r  sinh(QB) N £2 -1
ImIT" = Re dn + d& , (A1)
27 VBE—1Jo cosh(QB)+cosh(n@Q) /1 - B2/ cosh(Qp) + cosh(§ Q)
_n
Re HR Q / / Smh(f Q) 52 1 ﬁz 52 + Slnh(’? Q) 1 77 ﬁz_n (AZ)
cosh(é¢ Q) + cosh(nQ)
[
Here and below we introduce the notation g = 2/Q to for the imaginary part and
decouple expansions in small or large Q from the be-
havior at the singularity Q = Q2. For simplicity we set =12( ﬁ2 -1 ~ 22
vp=1 and T = 1. The integrals in Egs. (Al) and (A2) v
are evaluated separately in the four regions shown in Re [T¥ _Q U dny ,/52
Fig. 3. T 0 /1—12 /32—17 / cosh(éQ)Jrl
a. Region 1 ~ _E 1Bl 1 (A4)
. o . T oom \/527_1
In region 1 the condition Q <« 1 and § > 1 hold, which

means that in Eq. (A1) only the part with the » integral is left.
Expanding the integrands in small nQ < 1, we get

V1—n?

Im TR ~ n
cosh(QB) + 1

Q sinh(QB) /ld
2B —1Jo

_ Qtanh(QB/2)

=8 Jp o (A3)

for the real part of TT®. The term o sinh(£ Q) in Eq. (A2)
yields a contribution of the order of ~Q?. The second term
o sinh(n Q) results in Eq. (A4).

b. Region 2

In region 2, we have Q > 1 and 8 > 1. In Eq. (A1) again
only the 7 integral is left and by neglecting cosh(nQ) and
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<1 =const.

q B
FIG. 15. Sketch of elliptic coordinates.

expanding in large Q we get

. Vi-n* 1 Qsgp
cosh(0p) SW.

(A5)

Im 1R ~

1 sinh(Qﬁ)/ld
o VB -1

By expanding Eq. (A2) in large Q and resolving exponen-
tials in the denominator by a geometric series, we see that
the leading contribution comes from n >~ 1 (y =1 —n =~ 0).
A competition of Q and Q> — Q? arises and the limit Q2 —
Q? « Q gives the relevant contribution. The corresponding
principal value integral reads

ood\/—\/—zeanmz/z

L 1y
R~ _ 12
Relli=-0 ,;(nn)mfo F—12— J5
z—%\/ﬂ'zi
X 1+l
1 1 (-1 (A6)

AT Jop— )= nP

¢. Region 3

Region 3 is characterized by the conditions Q < 1 and
B < 1. In this region, only the & integral contributes to
Eq. (Al). By expanding the integrand in small OB we get

2In2

12

Q2
ImHR:@—Q ood —52_1
2 W 1 +cosh(£ Q)

In2 R B
~ —Re ——.
g /1— p2
The simplification of Eq. (A2) in region 3 is similar to
that leading to Eq. (A4). The contribution of the first term in

(A7)
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Eq. (A2) is of order Q In Q, yielding

~2]n2

¢
Re 17 ~ g/]——Q” / Ve
2 - -n ), cosh(EQ)+1
In2
~—. (A8)

d. Region 4

Finally, in region 4 the conditions O >> 1 and 8 < 1 are
fulfilled. In Eq. (A1) only the £ integral contributes and by
neglecting cosh(Qp) and expanding the integrand in large Q&
we get

sinh(QB) QO

7T 1-p8%

Im 1% ~

N smh(Q,B) e @
- VB «/27r

In region 4 the simplification of Eq. (A2) differs from that
in region 2 in one important point. By neglecting cosh(Q7) in
comparison to cosh(Q§&), the first term [o< sinh(Q&)] yields no
principle value integral, while § is smaller than 1. This results
in

(A9)

IZ

Re I

f JE? (/32 52)/ Wi
1
5\/@ (A10)

APPENDIX B: CALCULATING THE RATES

In this appendix we calculate the integrals for inelastic-
scattering rates.

1. Definitions of the rates

The rates we are interested in are defined by inserting the
kernel K; into the integrand for the imaginary part of the total
self-energy, Eq. (54) (j = ¢q, + ,E . tr):

(i) Total quantum scattering rate (j = q),

Kq=1;

(i) Energy relaxation rate (j = E),

2
W
Ke = ﬁ;
(iii) Transport scattering rate (j = tr),
1 1 2 sin?
Ky = =sin’6 = = 9 14 .
2 2€2+ g% —2eqcosy

Here 0 is the angle between incoming particle and outgoing
particle and y is the angle between q and p. The origin of Cy,
is explained in Sec. V A. The kernel for the chiral scattering
rate 7;' depends on the scattering channel. In particular,
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for + chirality at € > O the electron-electron-scattering kernel
contains cos2(6 /2) and the electron-hole scattering kernel
contains sin?(8/2) due to Dirac factors.

PHYSICAL REVIEW B 83, 155441 (2011)

It is convenient to introduce the dimensionless energy y =
€/2T. The integrals we have to handle are of the following
form:

. 2T [*dQ = [ dy R
== | 32 3 > {Ki(2,0,y)Im D, (2, Q)lcoth(R) + tanh(y — )1} . (BI)
F Q=y+4/y>+0>-2Qycosy
[
Since the combinations y & /y2 + Q2 —2Qycosy lead to  operator, Eq. (43), we obtain
complicated integrands, we split the integrals into the parts
corresponding to Q < y and y <« Q. Here y is the angle i 2 1 72 \/y_Q|sinZ|
between the transferred momentum q and the initial momen- Ijm(y, 0,y) ~ ?F N§ 2578 22 -
twm p. (S [sin 5[ =n2)"+ (§50%)
L, I=q
A. Simplifying the integrand 8 2 cos? 2, j=+ (BS)
The imaginary part of the interaction propagator is given 4072, j=E
by Isin?y, j=tr

Im DS, (22,0)
D}(Q) N ImII(22,0)

[1+ Do(Q) NRe TI(Q, Q) +[Do(Q) N Im (R, Q)P
(B2)

where

Dy(Q) = 4T
0 T 0
is the bare Coulomb interaction.
The splitting of the Q integral leads to the following
simplification:

(B3)

— Qcos <
Q:yi{y Qcosy Q Y
O—ycosy y < @
2y +
0 lsiny| 0Ky
Vig -2 = .
24/yQ|sm%‘ + Yy <0
2./yQ|cos%| —

(B4)

Here +,— correspond to the two possible values for €2
that appear in Eq. (B1). These signs reflect the separation
of integration domains into the parts above and below the
mass-shell line Q = Q: + corresponds to 2 > Q and —
corresponds to Q< Q Below we simplify the integrands

= [g + f1K;Im DE;, separately in each to the region in
the 0 vs Q plane

a. Region 1

In region 1, the dominant contribution to all the rates comes
from the domain y <« Q. Using the simplified polarization

Here and below, the first digit in the subscript of the function
7 denotes the region in the Q vs Q plane, while the second
digitis 1 for O <« y and 2 for Q > y.

b. Region 2

The contribution to all the rates coming from region 2 is
exponentially small in regime I'V. In other regimes, it contains
at least an extra o, as compared to the contributions of region
3, except for the situations when results for the rate are
determined by momenta g of order T /vp. In this situation,
it turns out that the asymptotics produced by region 2 is
the same as the asymptotics of region 3. We remind the
reader that finding the numerical value of the prefactor is
beyond our analytical approach when integrals are dominated
by g ~ T /vp. Therefore there is no case where we need to
calculate the contribution of region 2.

¢. Region 3

Region 3 appears to be the most important region because
most of the final results for the rates are determined by this
region. In this region both small and large y compared to Q
are important:

@ y>» 0
I (5.0 Vi |siny|Q~!
30 Y) = 2 .
NTIn2 [(agNanZ + 1) - 1] SIHZ 14 + 1
L, Jj=q
2, ] =4
%Q—zsm y, J=tr
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(i) y <k Q:

vi 1 27

0 3?cos L
5y, QJ’)’”——— -

é( gz\%nz + 1)2 cos’ Z+1

B7)

d. Region 4

This region is only important for the energy relaxation
rate (j = E). The corresponding contribution is governed by
0 <y, so that only the energy range y > 1 is of interest,
where

2 .
v2 24N siny cos? y
(0 = 1% (B8)
! T V270 (siny + %”N)z

B. Results for the rates

Finally we estimate the rates in the regimes I, II, III, and
IV as defined in Fig. 5, using the simplified integrands of the
previous part.

a. Region 1

The contributions of Region 1 to the quantum and transport
scattering rates are only relevant for energies in regime II for
y < Q, where we have

272 (1 d
rj‘l(y>=—2/ 05 [0

IJ B9
o2 o) P , 27 12()’ 0.y). BY)

Performing first the angular integration over y, we obtain the
quantum scattering rate (see Table V),

1

Iq_l(y) ~ 4o, T ~2ra,T, (B10)

1
da————
V1 —a?

the chiral scattering rate (see Table V),

1
‘c;l(y) ~ 4agT/ dav'1—a*>>~ma,T,
0

and the transport scattering rate (see Table VI),

1
daa*J1 —a? ~ %agT.
0

(B11)

7, (y) =~ 8a, T (B12)

TABLE IV. Contribution of region 1 to the total quantum
scattering rate 7~ ! in regime II and the characteristic values
of the transferred momentum Q, transferred frequency €2, the
angle y between momenta p and q, and the scattering angle 6
(the results here and in tables below are symmetric with respect
toy > —y and 8 — —6).
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TABLE V. Contribution of region 1 to the chiral quantum
scattering rate r;' in regime II and the characteristic values of Q, €2,
y, and 6 dominating this contribution.

Regime 'y 0 Q y 0

a;N*/y Q

1I ~2ro, T O<y<m O<fO<m

Here the integrals over the variable a = a,NIn2/\/4yQ
correspond to the Q integration.

In all the regimes, the contribution of region 1 to the energy
relaxation rate is parametrically the same as that of other
regions. Since the numerical prefactor is not accessible within
our calculation (the integrals are dominated by gvr ~ T'), we
have chosen to present only the calculation of the contribution
of region 3.

b. Region 2

There is no important contribution from region 2 (see
Sec. VIB2 above).

¢. Region 3
This is the most important region for all the rates in
most of the regimes. The corresponding integrals are ex-
pressed through the kernels 7} ; introduced in Sec. VI as

follows:
B 2T2 min(y, l)dQ 2 d)/
7 (y) = Q/ ST (5,0.7)
vF 0
2T2 1 dQ 2 d)/
v [ o[ Eao.0m.
V2 Jmingn 27 Jo 2177
(B13)
Using the shorthand notations
1 ;Y
" aNIn2" °  @NIn2’

we obtain the following result for the contribution of region 3
to the quantum scattering rate (see Table VII):

iy~ % mi“("”y')d arsinh[/x(x +2)]
fa W=7 fo Y AG I+ D)
¥ inh[ Ay (/5 + L
+/ " arsinh[ /4y’ (/x ﬁ)] 2}.
mint) (14 20,1+ 4y (V3 + &)
(B14)

TABLE VI. Contribution of region 1 to the transport scattering
rate 7, ' in regime II and the characteristic values of Q, 2, y, and 6
dominating this contribution.

Regime 7 ') 0 Q y 0

Regime  7,'(y) o o vy o

I ~2ra,T a;N’/y Q O0<y<m 0

N
S
N
|

1| ~mwa,T/2 a;N*/y Q O<y<m 0<6<mw

155441-20



COULOMB INTERACTION IN GRAPHENE: RELAXATION ... PHYSICAL REVIEW B 83, 155441 (2011)

TABLE VII. Contribution of region 3 to the total quantum scattering rate rq_l in all energy domains and the corresponding
characteristic values of the transferred momentum Q, transferred frequency €2, the angle y between momenta p and q, and the scattering
angle 6.

Regime ' 0] Q y 0

1 NgT 1 -0 O<y<m 0<b<m
11 ~moa,T O(;Nz/y -0 O<y<m 0<b<m
il ~ #Dg T agNT Qcosy O<y<m 0<% «1
v Z@agT a,NT Qcosy O<y<m 95%}—,«1

For the contribution of region 3 to the chiral scattering rate (see Table VIII) we get

iy = %7 /miﬂ( ' yd arsinh[/x(x + 2)]
=20, Y A o+ D

X’ \/1 + 4y’(ﬁ + \/L;)zarsinh[«%y’(ﬁ + %)] - «/4y’(ﬁ + JL;)
+ / dx . . (B15)
min(x’,y’) (1 + x)247’
The contribution of region 3 to the energy relaxation rate (see Table IX) reads
o ) , 20 7 1
L min(x’,y") X arsinh(v/X(x & 2)) ~ x xarsinh[ /4y’ (/X + 7})]
=GR et naat AT e & e B
0 minces) (14 x),/1+ 4y (Vi + &)
[
Finally, region 3 yields the following result for the transport yielding
scattering rate (see Table X) 7, :
min(x’,y") inh 2 nax
G0 e [T ar S T iy 2 BT [0hdo
27y x+2 (x + Dv/x(x +2) e ()=—5 1 o
) F
4 ' y 7/2-1/Q
+—oth/ dx,/ = y / dy 15y <x/2-1/0
s , min(x’,y’) X 0 21 4,1 (y, Q,V)
2 +3 arsinhz :| 12N 16
— — (B17) N~ —— a’Ty? ln(—) ) (B18)
[ 32 A+ ayme L N Nmoy [y
a. Region 4 Since the result is determined by QO ~ Q ~y > 1, the
This region is only relevant for the energy relaxation rate in ene.rgy-diffusion model is, in fact, not applicable in this
regime IV, where the main contribution comes from Q < y, regime.

TABLE VIII. Contribution of region 3 to the chiral quantum scattering rate r;l in all energy domains and the corresponding characteristic
values of Q, 2, y, and 6.

Regime '(y) 0 Q y 0

~ -
I 5T 1 (0] O<y<m 0<6<m
1I ~moa,T O(;Nz/y -0 O<y<m 0<6<m
101 ~ ¥y, T agNT Qcosy O<y<m 0<% «1
v :@agT a,NT Qcosy O<y<m 95%}—,«1
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TABLE IX. Contribution of region 3 to the energy relaxation rate v

PHYSICAL REVIEW B 83, 155441 (2011)

~! obtained in all energy domains within the energy-diffusion

approximation and the corresponding characteristic values of Q, €2, y, and 0. Since in all energy domains the result is dominated by
Q ~ 1, the numerical prefactors can not be obtained from the asymptotics at Q < 1 and Q > 1.

Regime ') 0] Q y 0

1 ~%T 1 -0 O<y<m 0<b<m
I ~ T 2 In( ) 1 —0 w— 5 “t <l

1 ~ 2T 3 In(75) 1 -0 T s “r <l

v ~ aINT In(5) 1 -0 — s Ry

APPENDIX C: SCATTERING RATES FROM THE
GENERALIZED GOLDEN RULE

In this appendix we analyze the golden rule (GR) approach
to calculating quantum and transport scattering rates. The
quantum scattering rate for electrons was introduced in
Eq. (55). Using the imaginary part of the self-energy Eq. (24),
we obtain

T, '(6) /dq/dw | Drea(q. @) [1 — np(e — w)]
X /der [P+(p)3(e — vrp) Ao(€e — w.p — Q)]
X /dE [nFp(E —w/2) —np(E + w/2)]

x f dk Tr[Ao(E — w/2.k — q/2)
x Ay(E + w/2.k +q/2)].

The spectral weights Ay are defined in Eq. (6). Equation (C1)
is completely equivalent to Eq. (46) of the main text.

We can regard the quantum scattering rate as the probability
(per unit time) of the electron decay with emitting an electron-
hole pair. The amplitude of this decay process is given by
the “half” of the self-energy diagram shown in Fig. 16. The
incoming and outgoing particles in this diagram are taken at
the mass shell. Equation (C1) has the form of the Fermi golden
rule with the amplitude determined by the RPA-screened
interaction.

We now apply the GR to calculate the transport scattering
rate. This amounts to including an extra transport factor [v; -
vi —vp)l/ v% accounting for the change of the current due to
scattering, in the integrand of Eq. (C1). Here v; and v, are total

(CDH

velocities of incoming and outgoing particles. For the linear
electronic dispersion the velocities of individual quasiparticles
are determined by the relation

_ie i

=— = C2
Ve T e (€2

This results in the following transport factor:

Vi - (Vi —Vy)
vF
— k 2 k—q/2
=222 _PZ4_ a2 4 . (C3)
e\e e—w E+w/2 E-w/2

Note that in the conventional case of massive particles with the
quadratic electronic dispersion, v = p/m and hence v; — vy
p—(pP—9q —(k+q/2)+ (k—q/2) = 0, which reflects the
fact that because of the total momentum conservation there
is no current relaxation in conventional metals due to the
electron-electron interaction.

We now make use of the particle-hole symmetry of the
graphene spectrum in order to simplify the expression for
the transport scattering rate. Let us reverse the integration
variables in the second line of Eq. (C1): (E,k) — (—E, —K).
Using the symmetry Ay(e,p) = Ag(—e, — p), we see that
the trace in the integrand is not changed. The difference of
two equilibrium distribution functions in the second line of
Eqg. (C1) is also independent of the sign of E. Thus the
contribution of particle-hole pair into the current relaxation
vanishes, which corresponds to the absence of the Coulomb-
drag contribution to the conductivity”” in undoped graphene
[Fig. 10(f)]. This allows us to keep only the part of the transport

TABLE X. Contribution of region 3 to the transport scattering rate 7, ' in all energy domains and the corresponding characteristic values of
0, 2, y, and 6. Since in energy domains I and IV the result is dominated by Q ~ 1, the numerical prefactors in these domains are beyond the
accuracy of our approximations. Furthermore, since in regime III the integral is dominated by Q ~ y, the splitting of the integrand according

Egs. (B6) and (B7) does not reproduce the correct prefactor.

Regime ') 0 Q y 0

~
I T l22 -0 O<y<m 0<f0<m
| ~ Zo,T g -0 w— 5 “e <l
1 ~ No2T y y(1 —2[sin £ |) e h55 <1
v ~ Xa2T 1 Qcosy %l R

155441-22



COULOMB INTERACTION IN GRAPHENE: RELAXATION ...

2
b [ —w/2

E+w/2

FIG. 16. Diagram for the “elementary” inelastic-scattering am-
plitude.

factor Eq. (C3) that is even under reversing E and Kk,

P[P
U— _——
Fe(e

where 6 is the scattering angle. Inserting this reduced transport
factor into the first line of Eq. (C1) and calculating the trace
of projection operators, we obtain

P—q

) =1 —sgn(e — w)cosb, (C4)
€—w

[1 — sgn(e — w) cos O] Tr[P1(p)Ao(€ — @,p — Q)]
= —%[1 — sgn(e — w)cosb]
x [(1 4 cos6)s(e —w —vrlp —q)

+ (1 —cos0)s(e — w + vplp — q))]
= %(1 — cos? 9)[Ao,+(6 —w,p—q)
+ Ap_(e —w,p— Q)] (C5)

This way the transport factor 1 — cos># appears for Dirac
fermions.

The GR calculation of the transport scattering rate re-
produces the result obtained from the Drude conductivity
Eq. (68). Note that an additional broadening § was not
used in this calculation. This shows that our result for '
can be actually applied in the limit rtr_' > § as we argued
in Sec. VC.

APPENDIX D: TRANSPORT SCATTERING RATE
AND CONDUCTIVITY: DIAGRAMMATICS VS
KINETIC EQUATION

In this appendix we show how the energy-averaged trans-
port scattering rate, Eq. (75), is related to the calculation of the
conductivity by using the kinetic equation approach.®>” The
kinetic equation in graphene governs the distribution functions
n+(p) of + and — quasiparticles:

(0; + VVR + €EV ) ng = Sto(p)[n]. (D1
Here is St,(p) the collision integral (see Refs. 56 and 57 for
the definition) which mixes distribution functions of electrons
and holes and v(e) is defined as in Eq. (C2). Following Ref. 56,
we use an ansatz for small electric-field-induced deviations of
the distribution functions from its equilibrium form n z (Fermi

PHYSICAL REVIEW B 83, 155441 (2011)

distribution):

ng=nr+ng =nrp(ap+aeEyxy,)=nr(e)+eEvy,onr.
(D2)

As was shown in Refs. 56 and 57, in view of the fast energy
relaxation, the conductivity is dominated by the momentum-
independent part xo of x,. Therefore we substitute Eq. (D2)
with a constant yj into the kinetic equation, Eq. (D1). We also
insert the nonequilibrium part of the distribution function én,
with momentum independent factor yx, into the definition of
the current,

e * d’p
j=-N — vén,
i=- Z/O Gy Yona(P)

2w
_ LZN/ d¢V/ —ev(e)sn(e)

2w
_ e*Xo / d¢V/ de € v(e) [Ev(e)] dcnp(€)

2w vih

= e—ENXO/ de < Ocnp(€)
54 oo 2

2

=—EN T In2.
it Xol In

Linearizing the collision integral with respect to electric
field, we simplify the kinetic equation:

(D3)

p
eVrE=0cnp(€) = Stygne)(p)[81]. (D4)
Now we observe that the left-hand side of Eq. (D4) is nothing
but the integrand in the current (up to prefactors) as given by
Eq. (D3). Therefore we can express the current through the
collision integral as follows:

j /2 v/ (e) St (p)[én]
de € v(€) Stgen én
J= ) hXO an(e)\ P

2
= e—Engf dee——d.np(e). (D5)
T —00 Tu(€)
Here we have used the fact that the collision integral
acting on the nonequilibrium ansatz, Eq. (D2), with xp, —
Xo Yyields the transport scattering rate at energy €; see
Appendix C.
Comparing Eqgs. (D3) and (D5), we express x, !
the energy-averaged transport scattering rate:

1 2 *©
= de e ——0,
% = T /0 tr( ydenr(€).

which is equivalent to Eq. (75) and therefore allows us to
identify

through

(D6)

() = 0 ®7)
This fits perfectly to the physical picture behind the ansatz
in Eq. (D2) where this rate corresponds to the time scale on
which the acceleration of the electrons takes place.

We note that the above procedure is valid for the gen-
eralized GR with the RPA propagators replacing the bare
interaction (see Appendix C). We have actually calculated
the energy-averaged transport scattering rate using the full
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RPA propagators. The resulting expression for the conductivity
coincides with the second-order GR result of Refs. 56 and 57.
However, the validity of the second-order calculation is not
obvious a priori. Indeed, there are at least two possibilities
to have the RPA corrections to the numerical prefactor of the
conductivity:

(i) The higher-order terms in the RPA collision kernel
have a resonant structure at small momentum transfer with
the width governed by the interaction constant. Therefore the
momentum integration over the resonance may, in principle,
lead to correction to the transport scattering rate at relevant
energies € ~ T, which is of the same order as the GR result.
As an example, one may consider the following integral:
(xg fdQ/[(Q — ocg)2 +oc§]. The expansion of the integrand
in o, starts with Olz,, but the result of the integration is of

the order of af,. We have checked, however, that this en-
hancement does not occur in our calculation of 1/t at
energies € ~ T relevant to the conductivity. On the contrary,
the transport scattering rate at small energies (¢ ~ o, T), the
RPA resummation is crucially important and does lead to

PHYSICAL REVIEW B 83, 155441 (2011)

a nonanalytic enhancement of the transport scattering rate
~|otg|; see Fig. 12.

(i) The conductivity is determined by the transport scat-
tering rate averaged over energies. We have shown in this
appendix that the averaging involves the single-particle density
of states p(€)  €; see Eq. (75). Let us assume for a moment
that the energy averaging of t,'(¢) is performed with a
constant weight rather than with the density of states. Since at
€ < a,T the transport scattering rate is enhanced (~|a,|T) due
to the RPA resummation, the contribution of this low-energy
domain to the such averaged rate would be Notf,T thus
changing the numerical prefactor in the conductivity. However,
since the actual energy averaging does involve the density of
states, the low-energy domain (¢ < a,7T), dominated by the
RPA, yields only a subleading NagT correction to the GR

result for (t, h.

Thus our calculation based on the RPA resummation
of the interaction propagators justifies the previous results
for the collision-limited conductivity obtained at the GR
level.
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