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Stable fractional flux vortices and unconventional magnetic state in two-component superconductors
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In the framework of London theory we study the unconventional magnetic state in two-component
superconductors with a finite density of fractional flux vortices stabilized near the surface. We show that the
process of vortex entry into the two-component superconductor consists of several steps, while the external
magnetic field increases from zero. At the first stage only vortices in one of the order parameter components
penetrate and sit at the equilibrium position near the surface. When the magnetic field is increased further,
vortices in the second-order parameter component eventually enter the superconductor. Such a complex partial
vortex penetration leads to the modification of a Bean-Livingston barrier and a magnetization curve as compared
to conventional single-component superconductors. We discuss the possibility of experimental identification of
protonic superconductivity in the projected superconducting state of liquid metallic hydrogen and hydrogen-rich
alloys with the help of the partial vortex penetration effect.
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I. INTRODUCTION

Recently there has been considerable interest in the
physics of superconductors with multiple-order parameter
components, which was renewed by the discovery of a
number of two-band superconducting materials, such as
MgB2,1 ferropnictides,2 heavy fermion compounds,3 and
borocarbides,4 and advances in experimental techniques5

providing an intriguing possibility of observing new macro-
scopic quantum phenomena in liquid metallic hydrogen at
ultrahigh pressures.6–8 Historically the first realization of
a two-component superconducting state was considered by
Moskalenko9 and by Suhl, Matthias, and Walker10 in a metal
with two overlapping energy bands on the Fermi surface.

Multiple-component superconductors feature qualitatively
new effects, with respect to the conventional ones.11 One of the
striking differences is an unconventional structure of the mixed
state in such superconductors. For example, in Ref. 12 it was
demonstrated that in a two-band superconductor the interaction
between vortices of equal vorticity is not necessarily purely
repulsive, but in some cases may be characterized by long-
range attraction and short-range repulsion. This in particular
leads to the clusterization of vortices and the formation of
the “semi-Meissner state,” which was recently claimed to be
experimentally observed in MgB2.13

Also a rich variety of peculiar vortex states in two-
component superconductors have been investigated recently
in the framework of the extended Ginzburg-Landau (GL)
theory.14 In particular, there was found a class of solutions
of GL equations describing vortices bearing a fractional
number of magnetic flux quanta. In general, such vortices
can be characterized by different winding numbers of the
order parameter in the two superconducting components, i.e.,
L1 �= L2. Among such vortices one can distinguish a subclass
of vortices which have L1 �= 0 and L2 = 0, when the phase
winding exists only in one of the condensates. In the present
paper we will focus on the simplest case, when L1 = ±1 and
L2 = 0 (or equivalently L2 = ±1 and L1 = 0), further using
the term “fractional vortices” to identify such objects. Being
positioned at the same point, the two fractional vortices in

different condensates characterized by an equal vorticity form
a composite vortex bearing a single quantum of magnetic flux.

The fractional vortices in two-component superconductors
are qualitatively different from thermodynamically stable ex-
otic topological defects that occur in superfluid and supercon-
ducting systems with multiple-order parameter components,
such as superfluid 3He (see the review in Ref. 15), ultracold
atoms,16 or vortices in d-wave high-temperature supercon-
ductivity (HTSC) cuprates with an induced s-wave-order
parameter component inside the vortex core.17 The fractional
vortices considered in the present work are thermodynamically
unstable in bulk two-component superconductors14 since their
energy per unit length is logarithmically or linearly divergent
with the sample size. Therefore it is impossible to create the
fractional vortices in a bulk superconductor by applying the
external magnetic field. This is the reason why up to now
fractional vortices in two-component superconductors have
not been observed. However, it was proposed that the decon-
finement of fractional vortices forming a composite vortex can
occur due to thermal fluctuations18,19 or due to the thermal
creation of fractional vortex-antivortex pairs.20 Also, with the
help of GL calculations, fractional vortices were demonstrated
to exist in mesoscopic two-component superconductors.21,22 In
the present paper we propose that fractional vortices can be
thermodynamically stable near the surface of a superconductor
and therefore there is the possibility of creating a finite density
of the vortices by an external magnetic field. The finite density
of fractional vortices near the surface forms a unconventional
magnetic state of the superconductor that should be manifested
by a modification of the magnetization curve.

Further, we provide an analytical treatment of London
equations describing the behavior of the vortices near the
surface of a two-component superconductor. We consider
the two-component superconductor as a mixture of two indi-
vidually conserved superconducting condensates. This model
is relevant for the systems where the interband coupling is
forbidden by symmetry. Among such systems currently gener-
ating great interest is the liquid metallic hydrogen at ultrahigh
pressures.5 In this case two superconducting components were
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predicted to originate from electronic and protonic Cooper
pairing in metallic hydrogen and hydrogen-rich alloys.6–8

Since the Cooper pairs of electrons cannot be converted into the
Cooper pairs of protons, the interband Josephson interaction
is strictly zero. An analogous model of two individually
conserved condensates was considered recently in order to
describe the exotic states of matter at neutron star inner
cores with several charged barionic components, namely, �−
hyperons and protons. The mixture of superfluid �− hyperons
and protons is analogous to the two-gap superconductor with
a strictly zero interband Josephson coupling.23,24

On the other hand, in two-band superconductors where
the Cooper pairing of electrons takes place in different
bands,9,10 the superconducting condensates in general cannot
be considered as individually conserved. However, the model
with negligible interband Josephson coupling can be applied
also to describe multiband superconductors provided that all
relevant physical scales are much shorter than the Josephson
length. Although basically considering the system without the
interband Josephson coupling, we will discuss on a qualitative
level the modification of our results due to this effect.

It is well known that the entry of vortices into a type-II
superconductor is hindered by the so-called Bean-Livingston
surface barrier.25,26 This barrier arises due to the competi-
tion between two forces acting on the vortex line: a force
coming from the Meissner current driving the vortex into
the superconductor and a force of the vortex mirror image
attracting it toward the outside. As a result, the penetration
field Hs of the first vortex entry is typically much larger
than the lower critical field Hc1 and becomes of the order
of the thermodynamic critical field Hc.26 Recently it was
demonstrated that a distribution of the Meissner current and
the value of the penetration field Hs are highly sensitive to the
presence of the Andreev bound state at the surface of d-wave
superconductors.27 It is the goal of the present paper to show
that the two-component structure of the order parameter can
also alter significantly the value of the penetration field Hs and
the process of the vortex entry in two-gap superconductors.

In two-component superconducting systems it is natural
to expect that the penetration of fractional vortices in the
component with lower condensation energy should occur at
a magnetic field which is smaller than Hc. However, since the
existence of fractional vortices is prohibited in the bulk, they
should sit at a certain distance from the surface, corresponding
to the energy minimum. A further increase in the magnetic
field will lead to the nucleation of vortices in the second
superconducting component. At a final stage of the process
of vortex entry, the fractional vortices of different types merge
and proliferate into the bulk.

This paper is organized as follows. In Sec. II we give an
overview of the theoretical framework, namely, the London
theory of two-component superconductors. In Sec. III we
discuss the Gibbs energy of fractional vortices near the surface
and address the questions of fractional vortex stability and the
Bean-Livingston barrier for penetration of fractional vortices.
Also we calculate the equilibrium distribution of fractional
vortices near the surface. In Sec. IV we discuss the modi-
fication of the magnetization curve due to the partial vortex
penetration, and the possibility to implement the experimental
identification of two-order parameter components in the

projected superconducting state of liquid metallic hydrogen.
We give our conclusions in Sec. V.

II. BASIC EQUATIONS: LONDON THEORY OF
FRACTIONAL VORTICES IN A TWO-GAP

SUPERCONDUCTOR

Let us consider a superconductor with two coexisting
superconducting condensates. The external magnetic field is
directed along the z axis, H0 = H0z0. Considering the London
limit, i.e., assuming that the coherence length is vanishingly
small compared to all other length scales, we obtain the Gibbs
energy per unit length along the z axis as follows:19

FG = F − 1

4π

∫
H · H0 d2r, (1)

where the free energy is

F = 1

8π

∫ [
H2 + λ−2

A

(
A − φ0

2π
∇θA

)2

+ λ−2
B

(
A − φ0

2π
∇θB

)2
]

d2r. (2)

Here λA,B are the different length scales, proportional to the
densities of two types of superconducting carriers, H is a
total magnetic field, A is a vector potential, and θA,B are the
phases of superconducting order parameters. As we will see
further, the London limit in the two-component model that
we consider yields an exponential decaying magnetic field
generated by fractional vortices. On the other hand, it was
recently demonstrated that in a full two-component GL theory
there is always a power-law tail of magnetic field around a
fractional vortex.28 However, the power-law behavior of the
magnetic field starts at the distances greater than the London
penetration depth λ, which is considered to be the largest
length scale in our present paper. For example, as we will
see below, the intervortex distance in the proposed unique
magnetic state of the two-component superconductor is much
smaller than λ. Within this parameter range. the London model
is a good approximation to study the magnetic properties of
two-component superconductors.

The London-Maxwell (LM) equation for the magnetic field
obtained from the condition δF/δA = 0 yields

λ2∇ × H = −A + φA

2π
∇θA + φB

2π
∇θB, (3)

where λ2 = λ2
Aλ2

B/(λ2
A + λ2

B) is the London penetration depth,
and φA,B = φ0(λ/λA,B)2 are partial magnetic fluxes so that
φA + φB = φ0. With the help of LM equation (3), the free
energy (1) can be rewritten as a superposition of two parts,

F = Fm + Fnc, (4)

where the first part is the sum of total magnetic energy and
the kinetic energy of the superconducting current and thus
depends only on the magnetic field,

Fm = 1

8π

∫
[H2 + λ2(∇ × H)2]d2r. (5)

The second part Fnc is the kinetic energy of relative mo-
tion of two condensates, which can be associated with the
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neutral superfluid current, supported by the counterdirected
motion of equally charged particles (electrons in two-gap
superconductors) or codirected motion of oppositely charged
ones (electrons and protons in superconducting liquid metallic
hydrogen).11 This term depends on the relative phase differ-
ence between two condensates ϕrel = θA − θB as follows:

Fnc = 1

2π

φAφB

(4πλ)2

∫
(∇ϕrel)

2d2r. (6)

Such a division of the total energy (4) is convenient for
the calculations since the parts Fm and Fnc can be found
independently.

For example, the energy Fm of one fractional vortex in an
A or B condensate can be calculated exactly in a same scheme
as for the case of a conventional single-gap superconductor.26

The result is

Fm = εi + φi

8π
Hv(Ri), (7)

where i = A,B and Ri is the fractional vortex coordinate. The
first term in Eq. (7) is the is the self-energy of the vortex,

εi =
(

φi

4πλ

)2

ln(λ/ξi),

where ξi is the coherence length, and the second term in Eq. (7)
is the energy in the magnetic field Hv = Hvz0 generated by
other vortices.

In an infinite superconducting sample the part of energy
Fnc given by (6) is divergent for a single fractional vortex due
to the unscreened currents induced in the vortex-free phase.14

Indeed, taking, for example, θA = arctan(y/x) and θB = 0, we
get that (∇ϕrel)2 ∼ 1/r2, which means that expression (6) is
logarithmically divergent with the size of the superconducting
sample L so that Fnc ∼ ln L. However, further on we will see
that in some specific cases the energy of a single fractional
vortex can be finite. In particular, such a situation is realized
for a fractional vortex placed near the boundary of the
superconductor. In this case the large-scale divergence in
Eq. (6) is removed due to the cancellation of the unscreened
superconducting current in the vortex-free phase due to the
image antivortex.

III. RESULTS

A. Gibbs energy of fractional vortices near the surface
of the superconductor

A sketch of the system considered is shown in Fig. 1. It
consists of a two-component superconductor, occupying the
half space x > 0 bounded by the yz plane. Our goal is to
calculate the Gibbs energy (1) of the vortex configuration
shown in Fig. 1, i.e., of the two vortices in the A and B phases
located at the points RA = (xA,0) and RB = (xB,0) near the
surface. Here we can consider only vortices positioned in a line
since any relative shift of A and B vortices along the boundary
plane leads to increasing energy.

All vortices are directed along the z axis, which is parallel
to the boundary plane. Since neither Meissner currents nor
vortices parallel to the surface create magnetic fields outside
the superconductor,26 the integration in Eq. (1) can be restricted
to the superconducting region only. Furthermore, in Eq. (2)

FIG. 1. (Color online) The sketch of the system under consider-
ation. It consists of a two-component superconductor occupying the
half space x > 0 bounded by the yz plane. The fractional vortices
are situated at distances xA and xB from the boundary. The boundary
conditions are taken into account by placing image antivortices at the
proper points behind the boundary plane.

we can take into account only the magnetic field generated by
the vortices and neglect the field generated by the Meissner
current. Then to calculate the energy we should find the
magnetic field H(r) generated by the vortices and the relative
phase distribution ϕrel(r).

The magnetic field is determined by the LM equation having
the following form:

λ2∇ × ∇ × H + H = z0[φAδ(r − RA) + φBδ(r − RB)].

(8)

Varying expression (6) with respect to the phase difference
ϕrel, we obtain the following two-dimensional (2D) Poisson
equation with the sources at the points of the vortex positions:

�ϕrel = 2π [δ(r − RA) − δ(r − RB)]. (9)

Equations (8) and (9) should be supplemented by the
boundary conditions at the surface of the superconductor,

x0 ·
(

A − φ0

2π
∇θA,B

)
|x=0 = 0, (10)

which means vanishing of the superconducting current through
the boundary in both of the condensates. These boundary
problems can be treated by using the method of images, i.e.,
by placing the image antivortices in the A and B phases at the
points R̃A,B = (−xA,B,0), respectively (see Fig. 1). Then, the
free energy of the two-vortex molecule near the flat surface of
the superconductor is just one half of the free energy of the
vortex-antivortex molecule (Fig. 1).

Let us evaluate the energy Fm given by expression (5).
For the stack of several vortices it is given by the sum of
the individual vortex energies (7). The magnetic field H =
Hvz0 generated by the vortex currents can be taken by the
superposition of fields produced by vortices at points RA,B
and antivortices at points R̃A,B:

Hv = Hv1 + Hv2 + Hav1 + Hav2,
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where

Hv1 = φA

2πλ2
K0

( |r − RA|
λ

)
,

Hv2 = φB

2πλ2
K0

( |r − RB|
λ

)
,

Hav1 = − φA

2πλ2
K0

(
|r − R̃A|

λ

)
,

Hav2 = − φB

2πλ2
K0

(
|r − R̃B|

λ

)
,

where K0(x) is the zero-order Hankel function, having
the asymptotic K0(x) ≈ C − ln(x) at x � 1 and K0(x) ≈√

π/2xe−x at x � 1.29 Thus for the energy Fm we obtain

Fm = εA + εB + φAφB

(4πλ)2

[
2K0

( |xA − xB |
λ

)

− 2K0

( |xA + xB |
λ

)
− σK0

(
2xA

λ

)
− 1

σ
K0

(
2xB

λ

)]
,

(11)

where we introduce the coefficient σ = φA/φB .
To calculate the other part of free energy Fnc we should

substitute into Eq. (6) the relative phase distribution in the
form, corresponding to the case when the A and B vortices are
situated at the points RA = (xA,0) and RB = (xB,0) and image
A and B antivortices are situated at the points R̃A = (−xA,0)
and R̃B = (−xB,0) correspondingly:

∇ϕrel = r − RA

|r − RA|2 − r − R̃A

|r − R̃A|2 − r − RB

|r − RB|2 + r − R̃B

|r − R̃B|2 .

(12)

The result is

Fnc = φAφB

(4πλ)2

[
ln

(
2xA

ξA

)
+ ln

(
2xB

ξB

)
− 2 ln

∣∣∣∣xA + xB

xA − xB

∣∣∣∣
]

.

(13)

Note that expression (11) for the energy Fm as well as
expression (13) for Fnc are valid only when the separations
between vortices are larger than the coherence lengths: xA >

ξA, xB > ξB , and |xA − xB | > max(ξA,ξB). However, the last
restriction is removed when the total free energy

Fvv(xA,xB ) = Fm(xA,xB) + Fnc(xA,xB )

is considered. Indeed, in this case the logarithmic singularities
at xA = xB in Eqs. (11) and (13) cancel each other. Therefore
the expression for the total free energy Fvv(xA,xB) given by
the sum of partial energies (11) and (13) can be used for any
values of the vortex coordinates xA > ξA and xB > ξB .

Finally let us consider the second term in Eq. (1) which
determines the interaction of vortices with the external
magnetic field. This interaction energy can be written as

W = −H0


4π
, (14)

where 
 = ∫
Hv d2r is the total magnetic flux generated by

the vortex currents. Due to the linearity of the LM equation (8)

and the boundary condition (10) the magnetic flux can be
decomposed into the contributions from A and B vortices:


 = 
A + 
B.

In accordance with the consideration of Ref. 26, these partial
magnetic fluxes depend on the positions of fractional vortices
in the following way:


A = φA(1 − e−xA/λ), (15)


B = φB(1 − e−xB/λ). (16)

Thus for the energy of vortex interaction with the external
magnetic field we finally obtain

W (xA,xB) = −H0

4π
[φA(1 − e−xA/λ) + φB(1 − e−xB/λ)].

(17)

B. Stable fractional vortices

Summing up the different parts of the free energy (11)
and (13) and the energy of interaction with the external
magnetic field (17) we obtain the Gibbs energy

FG(xA,xB) = Fvv(xA,xB) + W (xA,xB). (18)

The equilibrium vortex positions are determined by the
extremum of the Gibbs energy, which is given by the condition

∂FG

∂xA

(x∗
A,x∗

B ) = 0,
∂FG

∂xB

(x∗
A,x∗

B ) = 0, (19)

if both x∗
A > ξA, x∗

B > ξB , or otherwise by the condition

∂FG

∂xA

(x∗
A,ξB) = 0,

∂FG

∂xB

(ξA,x∗
B) = 0, (20)

when only one fractional vortex enters the
superconductor.

As is shown in left-hand panel of Fig. 2, for a sufficiently
large magnetic field there can be realized a situation when
the fractional vortices are stable near the surface. In general
it corresponds to the extremum condition (20), which means
that the fractional vortices of different types cannot coexist,
i.e., either x∗

B = 0 and x∗
A �= 0 or x∗

A = 0 and x∗
B �= 0. Another

alternative is given by condition (19), which is satisfied only
for a composite vortex with x∗

B = x∗
A �= 0, but it is impossible

to realize a regime of stable molecules of fractional vortices
near the surface with x∗

B �= x∗
A �= 0.

Let us now discuss in more detail the dependence of the
equilibrium position of a fractional vortex on the external
magnetic field H0 = H0z0. To be definite we consider the
case of theA phase vortex. Then the equation which deter-
mines x∗

A follows from condition (20) and has the following
form: [

K1(y) + 1

σy

]
ey/2 = 2π

H0

HA
λ

, (21)

where y = 2x∗
A/λ and HA

λ = φA/(2πλ2). The solution of this
equation is plotted in the right-hand panel of Fig. 2 as a
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FIG. 2. (Color online) Left-hand panel: Gibbs energy of the
molecule consisting of two fractional vortices near the surface of
the superconductor. The parameters are ξA = ξB and φA = φB . The
magnetic field is taken to be H0 = 5Hλ. In this plot the local energy
minima are clearly seen at xB = 0, xA = x∗

A and xA = 0, xB = x∗
B .

Right-hand panel: The dependence of the fractional vortex position
x∗

A on the magnetic field H0 for different values of φA/φB = 1,2,3,4
(from top to bottom curve). All lengths are normalized to the scale λ.

function of external magnetic field H0 for different values
of the coefficient σ = 1,2,3,4 (from top to bottom curve).
Several qualitative features which characterize the behavior
of fractional vortices near the surface can be deduced from
Fig. 2(b). First, the distance x∗

A is scaled in the penetration
depth λ. This length scale is determined by the decay length of
the interaction of vortex with the external field, i.e., the energy
W (xA). Second, the vortex coordinate x∗

A grows monotonically
with the external field H0. Such behavior is explained
by the fact that the force pushing the vortex toward the bulk of
the superconductor is proportional to H0. Thus the larger is the
pushing force, the further can the fractional vortex penetrate
into the superconductor. Finally, the minimal magnetic field
which provides the local Gibbs energy minimum for x∗

A �= 0
is of the order of HA

λ = φA/(2πλ2).
As we have shown above, if the external magnetic field

is larger than the threshold value of the order of Hi
λ =

φi/(2πλ2), where i = A,B, there appears a minimum of the
fractional vortex energy which determines the equilibrium
vortex position x∗

i > 0. The Gibbs energy minima occur both
for the A and B vortices for an arbitrary ratio of the fractional
fluxes φA and φB as well as of the coherence lengths ξA and ξB .
For example, in the left-hand panel of Fig. 2, the energy minima
are shown to exist at x∗

A �= 0, x∗
B = 0, and x∗

B �= 0, x∗
A = 0 for

a two-gap superconductor with φA = φB and ξA = ξB .
Thus we can conclude that fractional vortices can be stable

near the surface of a superconductor for arbitrary values of
parameters φA,ξA and φB,ξB characterizing the two super-
conducting condensates. Still the consideration above is not
complete because it misses a very important question of how
the fractional vortices can be created in the superconducting
region. In the next section we will see that the scenario of
vortex penetration is sensitive to the ratio of the coherence
lengths ξA and ξB of two different condensates.

C. Bean-Livingston barrier and the critical field
of the first vortex entry

To begin with the analysis of vortex penetration, we note
first that the condition for Bean-Livingston barrier suppression

derived in Ref. 26 should be modified here to take into
account the peculiarities of a two-gap superconductor case.
This condition takes the following form:

(n · ∇FG)(xA = ξA,xB = ξB) < 0 (22)

for some vector n = (nA,nB) satisfying the condition nA > 0,
nB > 0. With the help of the expression for the Gibbs energy
given by Eqs. (11), (13), (17), and (18), it is possible to obtain
an analytical expression for the critical value of magnetic field
H0 = Hs suppressing the surface barrier.

It occurs that the two different regimes of vortex entry
are determined by the ratio of coherence lengths of two
superconducting components ξA and ξB .

(i) The case when ξA = ξB = ξ always corresponds to the
simultaneous entrance of two fractional vortices. As one can
see in Fig. 3(a), the surface barriers for two vortices disappear
at the same value of the critical field H0 = Hs , which is
estimated as

Hs = φ0

4πλξ
. (23)

(ii) The case when ξA �= ξB is more interesting. Indeed, in
Fig. 3(b) it is clearly shown that there is a range of magnetic
fields when for one of the superconducting condensates the
Bean-Livingston barrier is already suppressed while for the
other it still exists. The critical field of the first vortex entry
H0 = Hs1 is given by

Hs1 = min(HsA,HsB ), (24)

where HsA = φ0/(4πλξA) and HsB = φ0/(4πλξB). There-
fore, the vortex with a larger core size ξA > ξB is the first
one to penetrate the superconductor.

Thus we conclude that in some range of parameters it
is possible that vortices penetrate by parts, i.e., only the
fractional vortices in one of the condensates appear at first
in the superconductor. Such a situation is possible when
the coherence lengths of the two condensates are different,
ξA �= ξB . In this case the vortex penetration occurs according
to the following scenario. If the external magnetic H0 field

0

6 0

6

x
B
/λ

x
A
/λ

F
G

0

6 0

6

x
B
/λ

x
A
/λ

F
G

(a) ξ
A
/ξ

B
=1 (b) ξ

A
/ξ

B
=5 

FIG. 3. (Color online) Gibbs energy of the molecule consisting
of two fractional vortices near the surface of the superconductor.
(a) Equal coherence lengths of two condensates ξA/ξB = 1. In this
case the Bean-Livingston barrier is suppressed simultaneously for
fractional vortices of both types. (b) Different coherence lengths of
two condensates ξA/ξB = 5. In this case the barrier is suppressed for
the fractional vortex in the A condensate while for the B condensate
it still exists.
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is increased from zero, then at the threshold value H0 = Hs1

the Bean-Livingston barrier is suppressed and the fractional
vortices with a larger core size enter the superconductor.
However, they cannot proliferate into the bulk and sit at some
equilibrium position near the surface of the superconductor.
The equilibrium position of one fractional vortex is determined
by Eq. (21) and its dependence on the external field is shown
in the right-hand panel of Fig. 2. When the magnetic field
H0 is increased further and reaches the second threshold field
H0 = Hs2, determined by

Hs2 = max(HsA,HsB ), (25)

then the surface barrier is suppressed for the vortices in the
second condensate. As one can see from Fig. 3 the fractional
vortices in A and B condensates always merge to form a
composite vortex and proliferate into the bulk superconductor
since the total minimum of the Gibbs energy is always reached
at x∗

A = x∗
B . Therefore, we can conclude that if ξA �= ξB ,

then at the range of magnetic fields Hs1 < H0 < Hs2 the
fractional vortices should appear near the surface of a two-gap
superconductor.

Note that above we have analyzed only the single-vortex
problem. However, it is natural to expect that when the
Bean-Livingston barrier for fractional vortices is suppressed,
they penetrate into the superconductor until some equilibrium
vortex distribution is set up near the surface. Below we will
find the equilibrium distribution of fractional vortices at the
range of magnetic fields Hs1 < H0 < Hs2.

D. Unconventional magnetic state with finite density
of fractional vortices near the surface

Now we consider the unconventional magnetic state of a
two-component superconductor which is realized when the
finite density of stable fractional flux vortices appears near
the surface as the magnetic field exceeds the critical field of the
first vortex entry Hs1. To be definite we assume that ξA > ξB ,
and therefore the vortex in the A phase is the first one to enter
the superconductor since HsA < HsB .

In general, the task of finding the equilibrium configuration
of fractional vortices stabilized near the surface of the
superconductor seems to be rather complicated. One of the
reasons is a many-body origin of this problem, resulting in a
huge number of dimensions of a configuration space. However,
here we can use a simplified approach which is based on
the consideration of a distribution of an average density of
fractional vortices. Such treatment is justified by the fact that
in a magnetic field of the order HsA the intervortex distance
is of the order of a ∼ √

λξA. As we have shown above, the
fractional vortices sit at a distance d ∼ λ from the surface,
which is much larger than the characteristic intervortex
distance.

So we assume that the A phase vortices are distributed in
space with a density n(r), where r = (x,y). To find the form of
the equilibrium vortex distribution n(r) we should consider a
probe vortex positioned at some point rv = (xv,yv) and place
a requirement of its stationarity, i.e., that the total force acting
on the probe vortex is to be zero,

f = ∂

∂xv

FG(xv) = 0.

The expression for the Gibbs energy consists of three parts,
namely,

FG(xv) = Fm(xv) + Fnc(xv) + W (xv),

given by Eqs. (5), (6), and (14) correspondingly. So to calculate
the force we should determine the dependence of three energy
parts on the position of the probe vortex. This leads to the
following integral equation for the vortex density n(x) (the
details of calculation are given in the Appendix):

α

∫ ∞

0

[
(x − xv)

|x − xv| e
−|x−xv | + e−|x+xv |

]
n(x)dx

+β

∫ ∞

xv

n(x)dx = γ e−xv , (26)

where α = φ2
A/(16πλ), β = φAφB/(8πλ), and γ = φAH0/

(8πλ). In Eq. (26) the coordinates x and xv are normalized
to the length scale λ.

The integral Eq. (26) can be solved analytically. Differenti-
ating three times both sides of Eq. (26) over xv , we obtain the
differential equation for n(x):

d2n

dx2
= β

β + 2α
n. (27)

Therefore, the solution n(x) has the form

n(x) = Ae−x/Ln , (28)

where the scale Ln and the amplitude A are determined by
Eqs. (26) and (27) as follows (here we restore the length
normalization factor λ):

Ln = λ

√
2α + β

β
= λ

√
1 + φA/φB, (29)

A = γ

α

(
L2

n − λ2
)

2L2
n

= H0

φA

(
L2

n − λ2
)

L2
n

. (30)

Thus we obtain that the concentration of fractional vortices
n(x) given by Eqs. (28)–(30) decays exponentially with the
distance from the surface of the superconductor. Note that in
the case of ordinary vortices (which is obtained by putting
β = 0 in the expressions above) we get that Ln = ∞, which
means that the vortex density is constant.26 The difference in
the behavior of ordinary and fractional vortex density n(x) is
provided by an additional force which is determined by the
gradient of energy Fnc(x) (6). This force pushes the fractional
vortices out of the superconductor. Qualitatively this force is
explained by the fact that the existence of fractional vortices
is not allowed in the bulk superconductor due to the infinite
energy of such objects.

Let us find a contribution of fractional vortices to the aver-
age magnetization of a superconducting sample. To distinguish
from the magnetization provided by Meissner currents, we
denote this contribution as Mf = Mf z0. Then we have

Mf = 1

4πL

∫ ∞

0
n(x)
A(x)dx, (31)

where n(x) is the vortex density, L is the sample size in
the x direction (see Fig. 1) and 
A(x) is the total magnetic
flux (15) provided by one fractional vortex placed at a distance
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x from the boundary. Substituting expression (28) for the
vortex density into Eq. (31), we obtain that

Mf = H0

4π

Ln − λ

L
. (32)

IV. DISCUSSION

Now, with the help of the results of the previous section,
let us consider the properties of the magnetization curve of
a two-gap superconductor. The qualitative features of the
magnetization should be determined by the following facts.

(i) In increasing magnetic field the vortices penetrate into
the superconductor by parts. When the magnetic field reaches
the critical value (24), the fractional vortices with a larger core
size proliferate into the superconducting region.

(ii) For the range of magnetic fields Hs1 < H0 < Hs2,
only fractional vortices of one type exist near the surface
of the superconductor. Their distribution is determined by
Eqs. (28)–(30). When the magnetic field becomes larger, H0 >

Hs2, the fractional vortices of the other type penetrate. Then
fractional vortices of different types merge and composite
vortices proliferate into the bulk superconductor. The value
of the field Hs2 is certainly modified by the presence of a
finite density of fractional vortices in the first condensate. The
modified value of Hs2 can be found by calculating the forces
acting on a single fractional vortex in the second condensate in
a same way as that on the first condensate (see the Appendix).
Then we obtain that in this case the critical field is reduced
by the factor

√
φB/φ0 as compared to Eq. (25), where φB is

a magnetic flux carried by fractional vortices in the second
condensate.

Thus we can work out the following qualitative picture
of the superconducting sample magnetization behavior with
increasing magnetic field. At low fields H0 < Hs1, the magne-
tization is determined by the Meissner current. If all the stray
fields are neglected it is given by

M1 = −H0

4π
. (33)

For magnetic fields in the range Hs1 < H0 < Hs2, the
magnetization is changed due to the fractional vortices

M2 = Mf (H0) − H0

4π
, (34)

where Mf (H0) is given by Eq. (32). Finally at H0 > Hs2 the
magnetization changes abruptly and becomes

M3 = B(H0) − H0

4π
, (35)

where the net magnetic induction B(H0) is determined by the
configuration of the vortex lattice in the bulk superconductor
(see, for example, Refs. 26 and 30).

These qualitative features of the magnetization curve are
summarized in Fig. 4, where the magnetic-field dependence
of the average magnetization of the superconducting sample
M(H0) is shown for the case of single-gap (left-hand panel)
and two-gap (right-hand panel) superconductors. For a single-
gap superconductor we have a conventional picture of the
Meissner state overheating due to the Bean-Livingston barrier.
In the left-hand panel of Fig. 4 we show the three characteristic

FIG. 4. (Color online) Qualitative behavior of magnetization
curve of a superconductor modified due to the surface barrier. Left-
hand panel: Single-gap superconductor. Right-hand panel: Two-gap
superconductor.

regions corresponding to this case. At region (I), when the
magnetic field is smaller than the first critical one Hc1, the
Meissner state is realized. At region (II), where Hc1 < H0 <

Hs , where Hs = φ0/(4πλξ ), the Meissner state is overheated
due to the Bean-Livingston barrier. Correspondingly, the total
magnetization still grows at this region (solid line) instead of
following the bulk sample curve (dashed line). Finally at H0 =
Hs the surface barrier is suppressed and the magnetization
jumps to the value determined by the configuration of vortices
in the bulk of the superconductor.

In contrast to the conventional scheme, a two-gap super-
conductor features two jumps of the magnetization curve
(right-hand panel of Fig. 4). Correspondingly, there are four
regions which are characterized by a qualitatively different
behavior of the M(H0) dependence. Regions (I), where H0 <

Hc1, and (II), where Hc1 < H0 < Hs1, are the same as for a
conventional superconductor. A nontrivial behavior starts at
the field H0 = Hs1 of the first vortex entry. At this threshold
field value there is a jump in the magnetization curve, which
is determined by a setup of a finite concentration of fractional
vortices near the surface of the superconductor. At region
(III) for the range of magnetic fields Hs1 < H < Hs2 the
magnetization is determined by Eqs. (32) and (34) and grows
linearly with H0. The second jump of the M(H0) curve occurs
at the field H0 = Hs2 when the composite vortices start to
proliferate into the bulk of the superconductor. Finally at
region (IV), when H0 > Hs2, the value of magnetization is
determined by the configuration of composite vortices in the
bulk of the superconductor.

The above-discussed possibility of separate vortex pene-
tration in two coexisting superconducting condensates should
be especially interesting in connection with the investigation
of the projected superconducting state of liquid metallic
hydrogen,6,7 where the superconducting state is formed by
electronic and protonic Cooper pairs. The observation of the
two-component superconducting state in this case cannot be
implemented by conventional techniques and requires special
experimental approaches.8 In particular, the most challenging
problem of the protonic superconductivity detection cannot
be treated by the standard measurement of the Meissner
effect since the critical temperature for electrons is estimated
to be much larger than that of protons. Therefore, in the
Meissner state the contribution to the total magnetic moment
of the protonic supercurrent will be always masked by that
of the electronic component. On the other hand, as we have
shown above, the relaxation of the overheated Meissner state
by vortex penetration should feature an additional jump in
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magnetization due to the coexistence of protonic and electronic
superconducting components. According to our results, the
critical magnetic field of the first vortex entry is determined by
the condensate with the largest coherence length, which is the
one with the smallest critical temperature. In liquid metallic
hydrogen such a component is always a protonic one, therefore
the first jump in the magnetization curve should be determined
by the vortices in the protonic superfluid, provided it is type II.
According to the recent estimations the low-temperature limit
of magnetic flux carried by vortices in the protonic component
is of the order φp(T = 0) ∼ 10−3φ0, which is several orders
of magnitude larger than the resolution threshold in modern
experiments8 that allow to detect magnetic fluxes of less than
10−5φ0. Therefore, even for temperatures close to the critical
one of the protinic component, it is possible to detect the
protonic vortices. It is interesting to note that on approaching
the critical temperature of the protonic component from below
the field of fractional vortex penetration in the protonic
condensate reduces to zero. Therefore the largest interval
of magnetic fields where only the fractional vortices should
exist near the surface is in the vicinity of the protonic critical
temperature.

Finally we note that, besides the intriguing possibility of
exploring the nature of the superconducting state in liquid
metallic hydrogen, our results are applicable to the case of a
conventional two-gap superconductor. Generally speaking, in
this case, one should take into account the effect of interband
Josephson coupling that we have neglected. This assumption
is justified in the case when the Josephson length of the
intercomponent phase difference relaxation is much larger
than the other relevant length scales, which are the coherence
lengths in both condensates and the London penetration
length. However, even if this condition is violated, the critical
magnetic field of the first vortex entry Hs1 remains the same,
i.e., it is not affected by the presence of the Josephson
coupling since the energy of the Josephson string connecting
the fractional vortex with the surface grows quadratically at
small distances (see, e.g., Ref. 31) and does not alter the
condition of vortex penetration (22). The further penetration
of the vortex in the second component is certainly affected
by the presence of the first fractional vortex emanating from
the Josephson string ending at the surface. Presumably, the
result should be the reduction of the field Hs2 of the second
vortex entry, however, the strict quantitative investigation of
this effect is beyond the scope of the present paper. Thus we
can conclude that our main result, i.e., the separate penetration
of fractional vortices and the presence of two jumps on the
magnetization curve, remains qualitatively relevant even in
case of a rather strong intercomponent Josephson interaction.

V. SUMMARY

To summarize, we have investigated the unconventional
magnetic state of two-component superconductors. This pecu-
liar state is realized when the finite density of stable fractional
vortices appears near the surface of the superconductor under
the action of an external magnetic field. This result contrasts
to the case of a bulk two-component superconductor where
fractional vortices have infinite energy and therefore cannot
exist.14 In our situation the stability of fractional vortices near

the surface is provided by the cancellation of the unscreened
superconducting current due to the image antivortices.

Also we have discussed the influence of fractional vortices
on a Bean-Livingston barrier and the magnetization curve of a
two-component superconductor. In particular, we have found
that if the coherence lengths of two condensates are different,
then vortices penetrate the superconductor by parts. The
fractional vortices in the condensate with a larger coherence
length, i.e., having a larger core size, are the first to enter
the superconductor. By increasing the magnetic field further,
the fractional vortices in the second condensate are pushed to
penetrate. Then the fractional vortices of two different types
merge to form composite vortices which proliferate into the
bulk superconductor.

We have shown that the magnetization curve of a supercon-
duting sample should feature the two jumps associated with the
penetration of two types of fractional vortices. The observation
of such a peculiar magnetization behavior could be considered
as an experimental identification of fractional vortices in
systems with several superconducting components, such as
multiband superconductors and the projected superconducting
state of liquid metallic hydrogen.
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APPENDIX : DERIVATION OF THE INTEGRAL
EQUATION (26)

(i) To find the energy Fm(xv) let us consider at first the
interaction of the probe vortex with the vortex positioned at
the coordinate r = (x,y) and the antivortex at the coordinate
r̃ = (−x,y). Applying Eq. (7) we take into account only the
energy of the interaction between vortices and obtain

Fm(rv,r) = 2

(
φA

4πλ

)2 [
K0

( |r − rv|
λ

)
− K0

( |r̃ − rv|
λ

)]
.

(A1)

Now, to find the total energy Fm(xv), we integrate over the
positions of all vortices to obtain

Fm(xv) =
∫ ∞

−∞
dy

∫ ∞

0
dx n(x)Fm(rv,r). (A2)

To perform the integration in Eq. (A2), we use the following
relation, ∫ ∞

−∞
K0

(√
x2 + y2

)
dy = πe−|x|,
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and obtain

Fm(xv) = φ2
A

8λπ

∫ ∞

0

[
exp

(
−|x − xv|

λ

)

− exp

(
−|x + xv|

λ

)]
n(x)dx. (A3)

(ii) According to Eq. (6), energy Fnc(xv) is determined by
the following expression,

Fnc(xv) = 1

π

φAφB

(4πλ)2

∫
d2r∇ϕ∇ϕv, (A4)

where

ϕv = arctan

(
y − yv

x − xv

)
is the phase distribution created by the probe vortex and

ϕv =
∑

i

mi arctan

(
y − yi

x − xi

)

is the phase created by all other vortices (mi = 1) and
antivortices (mi = −1). To evaluate expression (A4) let us
consider again the interaction of the probe vortex with
the vortex positioned at the coordinate r = (x,y) and the
antivortex at the coordinate r̃ = (−x,y). Then we have that

Fnc(rv,r) = 2
φAφB

(4πλ)2
ln

( |r + rv|
|r − rv|

)
.

This expression is divergent at the point r = rv, which should
be cut off at the vortex core size ξA. However, this singularity
is integrable and we do not introduce this cutoff here. Then
we should sum the contributions from all vortices according
to the expression

Fnc(xv) =
∫ ∞

−∞
dy

∫ ∞

0
dx n(x)Fnc(rv,r). (A5)

The integration over the coordinate y in Eq. (A5) can be
performed using the relation∫ ∞

−∞
ln

( |r + rv|
|r − rv|

)
dy =

{
2πxv for x > xv,

2πx for x < xv.

Then we obtain

Fnc(xv) = φAφB

4πλ2

[∫ xv

0
xn(x)dx +

∫ ∞

xv

xvn(x)dx

]
. (A6)

(iii) Finally the energy W (xv) determining the interaction
of the probe vortex with external magnetic field can be found
from Eqs. (14) and (15):

W (xv) = −φA

4π
H0(1 − e−xv/λ). (A7)

Summing all the contributions to the Gibbs energy
(A3), (A6), and (A7), we obtain the total force acting on a
probe vortex:

f = ∂

∂rv
FG = (fm + fnc + fext)x0,

where

fm(xv) = φ2
A

8πλ2

∫ ∞

0

[
(x − xv)

|x − xv| exp

(
−|x + xv|

λ

)

+ exp

(
−|x + xv|

λ

)]
n(x)dx, (A8)

fnc = φAφB

4πλ2

∫ ∞

xv

n(x)dx, (A9)

and

fext = − φA

4πλ
H0e

−xv/λ. (A10)

The condition of the probe vortex stationarity f = 0 yields
the integral Eq. (26), where the coordinates x and xv are
normalized to the length scale λ.
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