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We present a systematic ab initio study based on density functional calculations to understand impurity effects
in iron-based superconductors. Effective tight-binding Hamiltonians for the d bands of LaFeAsO with various
transition-metal impurities such as Mn, Co, Ni, Zn, and Ru are constructed using maximally localized Wannier
orbitals. Local electronic structures around the impurity are quantitatively characterized by their onsite potential
and transfer hoppings to neighboring sites. We found that the impurities are classified into three groups according
to the derived parameters: For Mn, Co, and Ni, their impurity 3d levels measured from the Fe 3d level are
nearly, 0.3 − 0.3, and −0.8 eV, respectively, while, for the Zn case, the d level is considerably deep as −8 eV.
For the Ru case, although the onsite-level difference is much smaller as O(0.1) eV, the transfer integrals around
the impurity site are larger than those of the pure system by 20% ∼ 30%, due to the large spatial spread of the
Ru 4d orbitals. We also show that, while excess carriers are tightly trapped around the impurity site (due to the
Friedel sum rule), there is a rigid shift of band structure near the Fermi level, which has the same effect as carrier
doping.
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I. INTRODUCTION

Since the discovery of high-transition-temperature su-
perconductivity in F-doped LaFeAsO by Kamihara et al.,1

iron-based superconductors have attracted enormous interest.
While extensive theoretical and experimental studies have
been performed so far, the pairing mechanism is yet to be
clarified. Among various physical properties characterizing the
new superconductors, the robustness of the superconductivity
against impurity doping has been expected to provide a crucial
hint to determine the symmetry of the pairing gap function and
pin down precisely the glue of the pairing.

At present, several types of the gap symmetry have been
proposed.2–13 In particular, the s++-wave pairing without sign
changes in the Brillouin zone and the s±-wave pairing for
which electron and hole Fermi pockets have opposite sign
have been recognized as strong candidates. Experimentally,
although some phase-sensitive experiments suggest the ex-
istence of sign changes in the gap function,14,15 there have
been many reports which claim that the pair-breaking effect by
impurity doping is rather weak for various impurity dopants.
Especially, Ni et al.16 and Kobayashi et al.17 found that the
reduction of the transition temperature is simply determined
by the amount of doped carriers but not by the species of
impurity dopants or the details of the local electronic structure
around the dopant. While these observations can be understood
in terms of the s++-pairing scenario, it is not clear whether the
s±-pairing can also explain the experiments. Indeed, according
to theoretical calculations for tight-binding impurity models
with the T -matrix approximation18 or the Bogoliubov-de
Genne equation,19 a very small amount of impurities can
easily wash out the s± pairing, especially when the onsite
impurity potential is positive. On the other hand, within the
same models, we may still think about the possibility of the s±
pairing when the onsite impurity potential is negative and not

so deep.18,19 Thus, quantitative and realistic estimations of the
impurity potential are highly desired.

In fact, there have been several ab initio calculations study-
ing the impurity effects in iron-based superconductors.20–24

Among them, Kemper et al. estimated the impurity potential
of Co in BaFe2As2.20 However, one of the important aspects of
the impurity effect in the iron-based superconductors is their
appreciable impurity-species dependence,16,17,25,26 so we need
a systematic calculation for various dopants.

The purpose of the present paper is to study systematically
local electronic structures of various impurities, such as
Mn, Co, Ni, Zn, and Ru, by means of ab initio density-
functional calculations.27 For quantitative characterization of
the impurity effect, we derive tight-binding impurity models
using maximally localized Wannier orbitals.28,29 We see that
the local electronic structure around the impurity can be
classified into three types; (i) for Mn, Co, and Ni, their d levels
measured from the Fe 3d level are 0.3, −0.3, and −0.8 eV,
respectively; (ii) the Zn 3d level lies very deep (∼−8 eV), so
the Zn site can be regarded simply as a vacancy; and (iii) while
the level difference between Ru 4d and Fe 3d orbitals is quite
small as O(0.1) eV, there are appreciable transfer modulations.
We also show that the impurity substitution indeed works
as effective doping, even though excess carriers are tightly
trapped at the impurity site.

The structure of the paper is as follows: In Sec. II,
we derive tight-binding impurity models with maximally
localized Wannier functions and introduce onsite-potential
differences and transfer modulations to characterize the local
electronic structure around the impurity. Section III is devoted
to presenting the computational results for supercell-band
structures, basic properties of the Wannier functions, and
parameters in the tight-binding model. In Sec. IV, we discuss
how impurity doping affects low-energy electronic structures
of LaFeAsO. The concluding remarks are given in Sec. V.

144512-11098-0121/2011/83(14)/144512(9) ©2011 American Physical Society

http://dx.doi.org/10.1103/PhysRevB.83.144512


KAZUMA NAKAMURA, RYOTARO ARITA, AND HIROAKI IKEDA PHYSICAL REVIEW B 83, 144512 (2011)

II. BASIC QUANTITIES SPECIFYING AN IMPURITY
HAMILTONIAN

We consider the following effective one-body Hamiltonian
including a single impurity as

H =
∑

σ

∑
i �=0

∑
μ

εμia
σ†
μi a

σ
μi

+
∑

σ

∑
i<j �=0

∑
μν

(
tμiνj a

σ†
μi a

σ
νj + H.c.

)

+
∑

σ

∑
μ

Iμ0ξ
σ†
μ0ξ

σ
μ0

+
∑

σ

∑
j �=0

∑
μν

(
Tμ0νj ξ

σ†
μ0a

σ
νj + H.c.

)
, (1)

where a
σ†
μi (aσ

μi) is a creation (annihilation) operator of an
electron with spin σ at the μth Wannier orbitals at the ith iron
site. The quantities εμi and tμiνj are ionization potential and
transfers between iron sites, respectively, which are expressed
as

εμi = 〈φμi |H|φμi〉 and tμiνj = 〈φμi |H|φνj 〉 (2)

with |φμi〉 = a
†
μi |0〉. For the third and fourth terms in Eq. (1),

ξ
σ†
μ0 (ξσ

μ0) is a creation (annihilation) operator of an electron
with spin σ at the μth orbital of an impurity site at the origin.
The parameters Iμ0 and Tμ0νj describe an impurity-ionization
potential and transfers between the impurity and iron sites,
which are given by

Iμ0 = 〈�μ0|H|�μ0〉 and Tμ0νj = 〈�μ0|H|φνj 〉 (3)

with |�μ0〉 = ξ
†
μ0|0〉. We note that our impurity model in

Eq. (1) does not contain the interaction terms. In the present
study, calculations are nonmagnetic; i.e., magnetic effects were
neglected.

A crystal Hamiltonian H0 without impurities is given by

H0 =
∑

σ

∑
i

∑
μ

εμia
σ†
μi a

σ
μi

+
∑

σ

∑
i<j

∑
μν

(
tμiνj a

σ†
μi a

σ
νj + H.c.

)
. (4)

In the above, we assume that the iron ionization potentials εμi

and the transfers between iron sites tμiνj are the same as those
of H in Eq. (1). We define effective onsite impurity potentials
measured from the Fe 3d levels as follows:

�Iμ = Iμ0 − εμ0. (5)

In practical calculations, since we employ a finite system, the
resulting potential should be corrected by the difference in the
Fermi levels of the two systems:

�Ic
μ = �Iμ − �EF (6)

with �EF = EF − E0
F , where EF and E0

F are the Fermi levels
for the impurity and pure systems, respectively. In addition,
we define modulations in transfer amplitudes via Eqs. (2) and
(3) as

�tμ0νj = |Tμ0νj | − |tμ0νj | (7)

to see the impurity effect on the offsite parameters.30 Note
that the above modulation is defined via absolute values of the
transfers.

The onsite impurity potential is often calculated as20,31

�Ĩμ = 〈φμ0|
(
H − H0

)|φμ0〉, (8)

where |φμ0〉 are the iron Wannier orbitals for the pure system
(or atomic orbitals representing basis functions of H0). The
difference between the above �Ĩμ and �Iμ in Eq. (5) is
that the former does not consider relaxation effects of the
impurity orbital. In usual tight-binding formalism, the impurity
potential is addressed as a local operator. However, when
we employ an ab initio pseudopotential formalism, we need
nonlocal operators to describe electronic structures. Thus, �Ĩμ

can be decomposed into the local and nonlocal contributions
as follows:

�Ĩc
μ = 〈φμ0|�Vloc|φμ0〉 + 〈φμ0|�VNL|φμ0〉 − �EF , (9)

with �Vloc = Vloc − V 0
loc and �VNL = VNL − V 0

NL, with the
Fermi-level correction �EF . We give computational details of
the calculation in Appendix.

III. RESULTS

Our ab initio density functional calculations were
performed with the TOKYO AB INITIO program package.32

With this program, electronic-structure calculations
with the generalized-gradient-approximation (GGA)
exchange-correlation functional33 were performed using
a plane-wave basis set and the Troullier-Martins norm-
conserving pseudopotentials34 in the Kleinman-Bylander
representation.35 Pseudopotentials of transition-metal atoms
were supplemented by the partial core correction,36 which is
crucial in describing the low-energy band structures correctly.
A 3 × 3 × 1 supercell containing 18 transition-metal atoms,
including one impurity atom, was employed. With this
supercell, the doping concentration x is 0.056. We checked
that the present results such as onsite impurity potentials
and transfer modulations hardly change up to x ∼ 0.2. The
experimental crystal structure was taken from Ref. 37 for
LaFeAsO and the same geometry was used for all the impurity
systems. We checked that the structural change on doping
does not affect the present results. The cutoff energies in wave
functions and charge densities were set to 64 Ry and 256 Ry,
respectively, and a 3 × 3 × 3 k-point sampling was employed.

Figure 1 shows our calculated supercell GGA band struc-
tures denoted by red solid lines. Tight-binding bands obtained
by diagonalization of the impurity Hamiltonian in Eq. (1) are
also shown by blue dotted lines, where ionization potentials
and transfer integrals [Eqs. (2) and (3)] were derived with
the resulting Wannier functions. The Wannier functions were
successfully constructed for Mn, Co, Ni, and Ru, where the d

bands are well separated from As 4p/O 2p bands, but we failed
to do that for Cu even with the “entangled-band” treatment,29

because the Cu 3d bands lie deeply inside the As 4p/O 2p

bands. In the Zn-impurity case [Fig. 1(e)], the Zn 3d levels
are much lower than those of the As/O bands, so there is no
trouble in constructing the Wannier orbitals.
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FIG. 1. (Color online) GGA band structures of La(Fe0.944M0.056)AsO for a 3 × 3 × 1 supercell. (a) M = Mn; (b) Fe (pure); (c) Co; (d) Ni;
(e) Zn; (f) Ru. Red solid and blue dotted lines are original and Wannier-interpolated band structures, respectively. Band dispersions are plotted
along the high-symmetry points, where 	 = (0, 0, 0), X = (a∗/2, 0, 0), M = (a∗/2, b∗/2, 0), and Z = (0, 0, c∗/2) and a∗, b∗, c∗ are primitive
reciprocal lattice vectors for the supercell.

To see basic properties of the resulting Wannier functions,
we consider the following quantities: First, the spatial spread
of the Wannier functions in the real space is defined by


μ =
√

〈�μ0|r2|�μ0〉 − |〈�μ0|r|�μ0〉|2. (10)

An averaged value is given as 
̄ = (∑
μ 
μ

)
/5. The orbital

occupancy of the impurity atom is defined by

nμ =
∑
αk

fαk|〈�μ0|ψαk〉|2 (11)

with ψαk and fαk being the Bloch orbital and its occupancy,
respectively. The site occupancy is given as the sum over the
orbitals; ntot = ∑

μ nμ. Overlap integrals between the impurity
and pure-Fe orbitals are

Sμ = |〈�μ0|φμ0〉|, (12)

providing a quantitative measure of differences in the size and
shape of the impurity d and Fe d Wannier functions. To see how
strongly the impurity d orbitals hybridize with surrounding As
orbitals, we consider the center of the Wannier orbitals. From
the orbital symmetry, only dyz/zx orbitals exhibit a finite shift
from the iron layer and this shift is calculated as

�z = 〈�yz/zx0|z|�yz/zx0〉 − z0, (13)

where z0 denotes the height of the iron layer. When �z is
negative, the impurity dyz/zx orbitals are close to the As site,
indicating a large hybridization.

We summarize in Table I the results for our calculated
Wannier functions. From 
 and S, we see that the size and
shape of the Wannier functions of the Mn and Co sites are
closely similar to those of the Fe site. In the Ni and Ru cases,

 (S) is appreciably larger (smaller) than those of Fe, due to
stronger hybridization between the impurity d and the As-p
orbitals. Larger |�z| for Ni and Ru than those for Mn, Fe, and
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TABLE I. Basic properties of our calculated maximally localized Wannier orbital (MLWO): Spatial spread 
 [Eq. (10)], orbital occupancy
n of MLWO [Eq. (11)], and overlap between the impurity orbitals and the iron ones, S, defined in Eq. (12) are compared for each element. An
averaged value of the Wannier spread 
̄, a site occupancy ntot, and a nominal charge m are also given. The bottom row describes a change in
the center of the dyz (or dzx) MLWO from the iron layer, �z. The unit of 
, 
̄, and �z are Å. The overlap S is given by %.

Mn Fe Co Ni Zn Ru


 n S 
 n 
 n S 
 n S 
 n S 
 n S

xy 1.81 1.00 99.6 1.76 1.15 1.79 1.33 99.7 2.66 1.54 95.9 0.76 2.00 82.9 2.97 1.12 90.5
yz 2.19 0.94 99.5 2.12 1.17 2.08 1.39 99.6 2.32 1.53 97.2 1.11 2.00 76.0 2.89 1.09 92.9
z2 1.86 1.33 99.6 1.81 1.49 1.82 1.63 99.7 2.20 1.72 97.1 0.72 2.00 83.3 2.62 1.43 92.7
zx 2.19 0.94 99.5 2.12 1.17 2.08 1.39 99.6 2.32 1.53 97.2 1.11 2.00 76.0 2.89 1.09 92.9
x2− y2 2.39 0.72 99.6 2.37 1.01 2.40 1.23 99.7 2.68 1.39 97.3 1.18 2.00 68.0 2.97 0.86 94.5

̄ 2.09 2.03 2.03 2.44 0.98 2.86
ntot 4.93 6.00 6.96 7.71 10.0 5.59
m 5 6 7 8 10 6
�z 0.002 −0.047 −0.097 −0.244 −0.063 −0.192

Co also supports this observation. On the other hand, for Zn,
the d orbitals are almost decoupled from the As 4p orbitals, so
the Wannier functions are as small as those of isolated atomic
d orbitals. By comparing calculated site occupancies ntot with
nominal charges m, we see that excess carriers of the impurity
are tightly trapped around the impurity site as was shown in
Ref. 23. We will discuss these points in more detail in the next
section.

We show in Table II the onsite-potential differences defined
by Eq. (6) between the impurity d and Fe d orbitals. While
the potential difference is positive ∼0.3 eV for Mn, those
for Co and Ni are negative and estimated to be ∼−0.3 and
∼−0.8 eV, respectively. Since the number of valence d

electrons is smaller (larger) for Mn (Ni and Co) and ionization
potential of 3d transition metals is deeper for heavier elements,
the qualitative tendency of the present result is reasonable.
For a reference, we compare the results with “atomic” onsite-
energy differences from the parameters given by Harrison,38

from which we see the same trend. We note that the amplitude
of the potential difference should be larger for localized
“atomic” orbitals than for hybridized Wannier orbitals with
larger spatial spreads. For the Zn case, we see a rather deep
potential,21 being consistent with the band-structure results
of Fig. 1(e). The onsite potential difference is quite small for
Ru, since Ru and Fe are isovalent. We note that the Fermi-level
correction �EF is very small for all cases (see the bottom row),
indicating that the size of the present supercell (3 × 3 × 1)
is large enough so that interactions between impurities are
negligible.

We next show in Table III modulations in diagonal
transfer integrals defined by Eq. (7).39 Since we compare
the absolute values of the transfers, when the value in the
table is positive (negative), the transfers increase (decrease)
by impurity doping. For Mn and Co, the modulation is nearly
10% compared to the transfers of the pure system (denoted
by t0 for nearest and t ′0 for next nearest); for example, for
the Mn case, nearest dxy-dxy transfer gives �t/t0 ∼ 24/313
and, for next-neighbor dzx-dzx transfer, �t ′/t ′0 ∼ 2/337. For
Ni, the modulation becomes larger than the Mn/Co cases
(�t/t0 ∼ 64/313 for dxy , �t ′/t ′0 ∼ 48/337 for dzx). This is
concerned with an increase of the spatial spread of the Ni

3d orbitals (see Table I). The trend is further enhanced in Ru
having more spatially extended 4d orbitals than the Fe 3d ones
(�t/t0 ∼ 70/313 for dxy , �t ′/t ′0 ∼ 120/337 for dzx).

We give in Table IV onsite-potential differences without
relaxation of the impurity orbitals, based on Eq. (9), together
with the decomposition into local �Vloc and nonlocal �VNL

contributions. The value of �Vloc partially cancels with that of
�VNL and the subtle balance makes the net value. Basically,
for Mn to Ni, the trends of �Ĩc are the same as those of
�Ic including orbital-relaxation effects (shown in Table II),
although the values themselves differ quantitatively. For Zn
(almost atomic 3d orbitals) and Ru (extended 4d orbitals), the
orbital relaxation affects the results qualitatively; the sign of
�Ic and �Ĩc are different.

IV. DISCUSSION

When impurities are doped into superconductors, we
can consider two kinds of effects. One is the so-called
pair-breaking effect, which can be theoretically studied by
onsite-potential differences or transfer modulations in the
tight-binding Hamiltonian. As was mentioned above, the

TABLE II. Calculated onsite-potential differences between the
impurity d and iron 3d orbitals of La(Fe,M)AsO, �Ic, defined in
Eq. (6). The supercell size is 3 × 3 × 1 with replacing an Fe atom by
an impurity M atom. Averaged values are compared with the results
deduced from the Harrison’s atomic parameters in Ref. 38. The last
row is correction due to the Fermi-level difference. The unit is eV.

Mn Co Ni Zn Ru

xy 0.32 −0.39 −0.97 −7.88 −0.10
yz 0.27 −0.34 −0.84 −8.10 0.03
z2 0.29 −0.36 −0.93 −7.96 −0.21
zx 0.27 −0.34 −0.84 −8.10 0.03
x2− y2 0.25 −0.33 −0.75 −8.22 0.16
Average 0.28 −0.35 −0.87 −8.05 −0.02
Ref. 38 1.27 −1.23 −2.42 − − − 1.95
�EF −0.004 0.011 0.032 0.084 0.062
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TABLE III. Calculated modulations in diagonal nearest-neighbor transfers, �t , and next-to-nearest-neighbor ones, �t ′. The Fe columns
include transfers themselves denoted by t0 and t ′

0. The unit is meV.

Mn Fe Co Ni Ru

�t �t ′ t0 t ′
0 �t �t ′ �t �t ′ �t �t ′

xy 23.61 1.24 312.68 63.15 −26.91 −2.30 −63.83 −1.45 69.72 19.53
yz −5.95 8.04 215.39 148.83 12.42 −6.72 55.46 −9.18 73.21 41.16
z2 −0.71 1.78 74.24 1.97 4.20 −0.91 28.35 0.73 37.48 1.01
zx −5.95 −2.12 215.39 336.88 12.42 4.37 55.46 48.40 73.21 120.25
x2− y2 −22.51 −3.03 172.51 129.17 27.78 3.41 84.36 15.67 32.40 26.91

chemical trend of these parameters can be understood in terms
of the atomic d levels of the impurities; when the d level is
low, the potential difference and the transfer modulation due
to the hybridization with As 4p orbitals are large. The other
impurity effect is carrier doping. As was discussed in Ref. 23,
theoretically, the excess carriers of the dopants are trapped
around the impurity (Table I), apparently suggesting that the
impurities does not supply carriers to the system. On the
other hand, many experiments such as the Hall-conductivity
measurement17 suggest that the impurity supplies carriers to
the system. Below, we discuss this problem in more details.

Figure 2 shows low-energy band structures near the Fermi
level. To see impurity effects on the band structures, we
compare the band for the impurity system (thick red lines)
with that for the pure system (thin solid lines). For the cases of
Mn, Co, Ni, and Cu, we see a systematic downward rigid shift
of the band structure in the energy range [−0.1 eV: + 0.1 eV].
For the Zn case, the band structure of the impurity system
differs completely from the original band structure, because
the Zn 3d orbitals do not exist in the low-energy region [see
also Fig. 1(e)]. In addition, we see an additional band which
is quite flat at energy close to 0.1 eV [Fig. 2(e)]. We found
that the flat band mainly consists of the yz and zx orbitals of
the four iron atoms surrounding the impurity Zn atom. Note
that the same flat band appears in the Cu case at the energy
around 0.2 eV [Fig. 2(d)]. For the Ru case, we see a similarity
between two band structures, implying a weak effect on the
low-energy band structures.

To show the above observed rigid shift more clearly, in
Fig. 3, we superimpose the electronic density of states
calculated for the Mn to Ni impurity cases. The nature of
the rigid-band shift holds well, especially for the low-energy
region near the Fermi level (Fig. 3, inset). This rigid shift
makes the same changes in the Fermi surface as by doping.

For Mn, the electron (hole) pocket is larger (smaller) than that
of the pure system. The opposite results are obtained for the
Co and Ni cases. We note that the uniform shift in the k-space
band dispersion reflects the locality of the potential change
formed around an impurity site.

In order to examine this point in more detail, we calculate
partial density of states (pDOS) of the d orbitals. The pDOS is
further decomposed into the impurity M and iron contributions
as

ρμ(ε) = ρM
μ (ε) + ρFe

μ (ε) (14)

with

ρM
μ (ε) =

∑
αk

|〈�μ0|ψαk〉|2δ(ε − εαk) (15)

and

ρFe
μ (ε) =

∑
i �=0

∑
αk

|〈φμi |ψαk〉|2δ(ε − εαk). (16)

Figure 4 displays the resulting pDOS for Mn (top) to Ru
(bottom). Thin black and thick red solid lines are the total
[Eq. (14)] and impurity [Eq. (15)] spectra, respectively. (The
latter weight was tripled to show the impurity contribution
more clearly.) We see from the figure that, from Mn to Ni, the
weight of the impurity pDOS shifts from the higher energies
to lower energies. We also see that the impurity pDOS gets
narrower and sharper around the band bottom, indicating that
the impurity electronic states are more and more localized in
this energy region. Also, notice that this downward shift is the
result of the onsite-potential change of transition metal species
(Table II). Therefore, as far as electron correlation or impurity
potential does not destroy the low-energy electronic-structure
significantly, there will always be a rigid shift; namely the shift
is not an artifact of GGA.

TABLE IV. Decomposition of onsite-potential differences between the impurity d and iron 3d orbitals, without the impurity-orbital
relaxation, �Ĩc, into local �Vloc and nonlocal �VNL contributions, based on Eq. (9). See also Appendix. The unit is eV.

Mn Co Ni Zn Ru

�Vloc �VNL �Ĩc �Vloc �VNL �Ĩc �Vloc �VNL �Ĩc �Vloc �VNL �Ĩc �Vloc �VNL �Ĩc

xy 4.61 −2.99 1.63 2.44 −2.62 −0.19 3.02 −3.40 −0.41 −7.45 9.31 1.78 1.30 14.91 16.15
yz 4.02 −2.61 1.42 2.14 −2.30 −0.17 2.62 −3.00 −0.41 −6.66 8.10 1.36 1.09 13.14 14.16
z2 4.49 −2.94 1.56 2.38 −2.54 −0.17 2.90 −3.30 −0.42 −7.47 9.08 1.53 1.22 14.36 15.51
zx 4.02 −2.61 1.42 2.14 −2.30 −0.17 2.62 −3.00 −0.41 −6.66 8.10 1.36 1.09 13.14 14.16
x2−y2 3.41 −2.20 1.22 1.82 −1.98 −0.17 2.24 −2.59 −0.38 −5.61 6.85 1.16 0.93 11.42 12.29
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FIG. 3. (Color online) Comparison of electronic density of states
(EDOS) for La(Fe0.944M0.056)AsO with M=Mn (red), Fe (green),
Co (blue), and Ni (pink). For each EDOS, offset values of 40 states/eV
for Co, 80 states/eV for Fe, and 120 states/eV for Mn are applied.
(Inset) Enlarged EDOS for the range of [−0.2 eV: 0.2 eV] with offset
values of 20 states/eV for Co, 40 states/eV for Fe, and 60 states/eV
for Mn.

The observation for the rigid shift is quantified by calculat-
ing the centers of pDOS in Eqs. (14)–(16), defined as

C tot
μ =

∫
dεερμ(ε)∫
dερμ(ε)

, (17)

CM
μ =

∫
dεερM

μ (ε)∫
dερM

μ (ε)
, (18)

CFe
μ =

∫
dεερFe

μ (ε)∫
dερFe

μ (ε)
. (19)

Table V shows calculated centers of pDOS and its decom-
position into impurity and iron contributions. Note that, for
the pure case, C tot

μ = CM
μ = CFe

μ , so we give only C tot
μ in the

table. Clearly, from M = Mn to Ni, the quantity CM
μ shows a

systematic downward shift, while the center of the iron pDOS,
CFe

μ , is nearly unchanged for all the materials. Thus, the shift
of CM

μ results in the systematic shift of C tot
μ .

In summary, according to our presented observations,
the impurities are classified as three groups: (i) For Mn,
Co, and Ni doping, the rigid-band shift is appreciable and
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FIG. 4. (Color online) Partial density
of states for La(Fe0.944M0.056)AsO of each
d orbital. From the top, M = Mn, Fe
(pure), Co, Ni, and Ru. Thin black and
thick red lines are total [Eq. (14)] and
impurity [Eq. (15)] spectra, respectively.
The impurity spectra are tripled. The
Lorentz broadening of 0.02 eV is applied.

consistent with the fact that these dopants work as effective
doping, which has been already verified experimentally.17 (ii)
In contrast, Zn doping generates a large modulation in the
low-energy band structure, indicating strong scatterings in the
low energy region. Experimentally, the relevance for the su-
perconductivity is somewhat controversial; overdoped samples
such as oxygen-vacancy-controlled LaFeAsO0.85 (Ref. 25) or
F-doped LaFeAsO0.85F0.15 (Ref. 26) exhibit rapid depression
of the transition temperature with the substation of Zn, while
under doped/optically doped samples exhibit robustness for
the Zn doping.26 More careful analysis will be needed in
future studies. When we look at the low-energy electronic
structure [−0.1eV:0.1eV], the rigid-band feature holds for the
Cu case [see Fig. 2(d)]. On the other hand, we see a flat
band at approximately around +0.2 eV, which is common
with the Zn case for which the flat band appears in ∼+0.1
eV. Therefore, the Cu substitution would induce the both
effects. (iii) For analyses of the Ru doping, we need careful

considerations; in this system, the transfer modulations are
appreciable and care is required when we solve the impurity
model with this transfer modulation. How it works as pair
breaking for superconductivity is an interesting issue for future
studies.

We remark on the effect on the superconducting states
deduced from the present results. We found two effects; one is
pair-breaking effect due to the on-site potential change at the
impurity site and the other is “effective-carrier-doping” effect
based on the presently observed “rigid-band shift.” For un-
conventional superconductivity, including the sign-reversing
s± wave, both the effects will contribute to destruction of the
superconducting state. In contrast, for the conventional s-wave
state, the “effective-carrier-doping” effect will contribute only
to suppression of the superconductivity. The conclusion for
paring symmetry and mechanism of superconductivity needs
quantitative analyses with solving the present impurity model,
which will be presented elsewhere.

TABLE V. Calculated centers of partial density of states, C tot
μ in Eq. (17), and the decomposition into contributions from impurity [CM

μ in
Eq. (18)] and iron [CFe

μ in Eq. (19)] atoms.

Mn Fe Co Ni Ru

CM CFe C tot C tot CM CFe C tot CM CFe C tot CM CFe C tot

xy 0.05 −0.27 −0.25 −0.27 −0.66 −0.28 −0.30 −1.24 −0.30 −0.35 −0.37 −0.27 −0.28
yz 0.33 0.07 0.08 0.07 −0.27 0.06 0.04 −0.77 0.03 −0.01 0.09 0.06 0.06
z2 0.15 −0.14 −0.12 −0.14 −0.51 −0.15 −0.17 −1.08 −0.18 −0.23 −0.36 −0.15 −0.16
zx 0.33 0.07 0.08 0.07 −0.27 0.06 0.04 −0.77 0.03 −0.01 0.09 0.06 0.06
x2− y2 0.50 0.25 0.26 0.25 −0.08 0.24 0.22 −0.50 0.22 0.18 0.41 0.24 0.25
Average 0.27 0.00 0.01 −0.01 −0.36 −0.02 −0.03 −0.87 −0.04 −0.09 −0.03 −0.01 −0.01
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Finally, we remark on the trends in electron correlations.
The ab initio estimations for the interaction parameters of
LaFeAsO were done with several techniques.40 Basically, the
magnitude of the interaction parameters is dominated by two
factors; one is the spatial spread of the Wannier orbital and the
other is the number of the screening channels. Since the latter
is common for all the materials, the Wannier-spread difference
makes an effective difference in the interaction values. From
the Wannier spread 
 listed in Table I, we expect that
(i) the interactions for Mn and Co will be close to those for the
pure Fe system because these elements have similar 
 values,
while (ii), as a result of larger spatial spreads of Ni and Ru than
the Fe ones, these interactions are smaller than the Fe ones and
less correlated.

V. CONCLUSION

We have calculated parameters specifying a single-impurity
Hamiltonian of iron-based superconductors, such as onsite-
energy differences between the impurity and iron d orbitals
and transfer modulations, with maximally localized Wannier
orbitals based on ab initio density functional calculations. The
onsite-energy difference for Mn is positive and those for Co
and Ni are negative, which are basically understood in terms
of differences in atomic 3d levels of each element. For the Zn
case, the impurity d levels are no longer near the Fermi level,
so, in this system, the impurity behaves as a vacancy. For
the Ru case, while the onsite-level difference is quite small,
due to more spatial spread of the Ru orbitals than the Fe
ones, the transfer changes are appreciable and estimated to be
∼70 meV for the nearest neighbors and ∼120 meV for the
next neighbors.

We have found that the calculated d-band occupancy of
the impurity is close to its nominal value, so the impurities
apparently do not work as carrier dopants. Nevertheless, an
effective doping can occur as a result of a rigid band shift
of low-energy electronic structures toward the lower-energy
side, when heavier impurity elements replace Fe. The origin
is understood by the shift of the center of the impurity pDOS,
leading to the depression of the weight of the impurity states
near the Fermi level.

Finally, we emphasize that the present discussions are
based on nonmagnetic calculations, where spin polarizations
of transition metals are ignored. When we step forward to
studies on the correlation effects in the impurity sites,41 we
have to consider the magnetic properties of impurities more
seriously. This point is expected to be important for Mn
that can have the largest local moment in the 3d transition
metals, which remains as an important future problem. We
also note that the present impurity model is derived for
the low-doping regime, where impurity-impurity interactions
can be ignored. Also, when we solve the impurity model
containing electron-electron interaction terms, we must avoid
double counting of the Hartree interaction already considered
in LDA, which can easily be implemented.4,5,42,43 Inter-
play between electron correlation and disorder would also
be important in discussing superconductivity in anisotropic
quasi-two-dimensional systems, especially for evolution to
insulating states from superconducting states, arising on
impurity doping.44
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APPENDIX : CALCULATION OF � Ĩ c
μ IN EQ. (9)

In density functional Kohn-Sham (KS) scheme, H−H0 in
Eq. (8) is replaced by the KS Hamiltonians; HKS−H0

KS. Since
the kinetic-energy parts in HKS and H0

KS cancel each other, the
net difference is made by local contributions �Vloc=Vloc−V 0

loc
and nonlocal ones �VNL=VNL−V 0

NL. Thus, matrix elements
of Vloc and VNL in the Wannier orbitals are basic ingredients
to specify �Ĩc

μ in Eq. (9).
The matrix elements of Vloc is calculated in the real space as

〈φμ0|Vloc|φνR〉= 1

N

N∑
k

[∫
V

ũ∗
μk(r)Vloc(r)ũνk(r) dr

]
e−ikR

with ũμk(r) = [
∑

R φμR(r)e−ikR]e−ikr and N and V being the
number of sampling k points and the volume of unit cell, re-
spectively. The quantity ũμk(r) is given by a unitary transform
of the cell-periodic part of the Kohn-Sham wave function,
ũμk(r) = ∑

α Uαμ(k)uαk(r) with Uαμ(k) being the unitary
matrix obtained from the Wannier-function construction.

The nonlocal part of the pseudopotential VNL is written as

VNL =
∑

τ

∑
lm

∑
l′m′

∣∣βτ
lm

〉
Dτ

lml′m′
〈
βτ

l′m′
∣∣

with |βτ
lm〉 being a projector characterized by a site index τ and

angular momentums l and m and Dτ
lml′m′ being a coefficient

representing a scattering amplitude. Matrix elements of VNL

in the Wannier orbitals are calculated as

〈φμ0|VNL|φνR〉= 1

N

N∑
k

exp(−ikR)

×
[∑

τ

∑
lm

∑
l′m′

ρτ∗
μlm(k)Dτ

lm,l′m′ρ
τ
νl′m′ (k)

]
,

where ρτ∗
μlm(k) = ∑

G c̃μk+Gβτ
lm(k + G). The data {c̃μk+G} are

obtained with the fast Fourier transform of {ũμk(r)}.

144512-8



FIRST-PRINCIPLES CALCULATION OF TRANSITION- . . . PHYSICAL REVIEW B 83, 144512 (2011)

*kazuma@solis.t.u-tokyo.ac.jp
1Y. Kamihara, T. Watanabe, M. Hirano, and H. Hosono, J. Am.
Chem. Soc 130, 3296 (2008).

2I. I. Mazin, D. J. Singh, M. D. Johannes, and M. H. Du, Phys. Rev.
Lett. 101, 057003 (2008).

3K. Kuroki, S. Onari, R. Arita, H. Usui, Y. Tanaka, H. Kontani, and
H. Aoki, Phys. Rev. Lett. 101, 087004 (2008).

4H. Ikeda, J. Phys. Soc. Jpn. 77, 123707 (2008).
5H. Ikeda, R. Arita, and J. Kuneš, Phys. Rev. B 81, 054502 (2010).
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