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Excitation spectrum of multiferroics at finite temperatures
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A systematic microscopic theory of the magnetoelectric (ME) effect in multiferroic materials with well-
separated phase-transition temperatures is presented. Whereas the ferroelectric subsystem is described by an Ising
model in a transverse field, the magnetic one is characterized by the Heisenberg model with Dzyaloshinski-Moriya
interaction (DMI). The symmetry-allowed quartic coupling between both subsystems, and the application of a
Green’s function technique in a dynamical mean-field approximation, exhibit the calculation of the elementary
excitations analytically, which are mutually influenced by the respective other subsystem. The magnetic excitation
is a Goldstone mode, while the ferroelectric dispersion relation shows a soft-mode-like behavior. We find the
macroscopic polarization and the transverse magnetization in a broad temperature interval up to the corresponding
phase-transition temperatures (type-I multiferroics). Due to the DMI, the system offers different spiral structures,
which are incorporated into the model by using a transformation of the underlying spin operators into a
representation without a fixed quantization axis. The polarization increases at the magnetic phase-transition
temperature, and is also enhanced by increasing the ME coupling strength as well as the DMI. We demonstrate
likewise the variation of the spin-wave dispersion relation with the ME coupling strength and the DMI. As a
consequence, the macroscopic magnetization is enhanced with increasing coupling.
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I. INTRODUCTION

The study of the broad diversity of spin arrangements
is strongly advanced by the search for new types of order
in magnetoelectric multiferroics, where magnetic and fer-
roelectric order can coexist.1–3 Due to symmetry-allowed
magnetoelectric (ME) couplings, such multiferroics exhibit
control of magnetic properties by electric fields and, vice
versa, ferroelectric order by magnetic fields. According to
Refs. 3 and 4, one has to distinguish between two kinds
of multiferroics. Type-I multiferroics are characterized by
well-separated phase-transition temperatures of the underlying
ferroelectric and magnetic subsystem. The temperature scale
for the ferroelectric order is much larger than for the magnetic
one. Representative examples offering such a behavior are the
transition-metal perovskites BiFeO3, where ferroelectricity is
caused by the ordering of lone pairs of two outer electrons
and the hexagonal RMnO3 compound.1,5,6 In other type-I
compounds, such as Pr1/2Ca1/2MnO3 (see Ref. 7), the
ferroelectric properties are due to charge ordering. Such
an ordering mechanism is characteristic for the occurrence
of a polarization. Furthermore, it seems reasonable that
the coupling between the ferroelectric and the magnetic
subsystem are assumed to be weak. In the second class,
the type-II multiferroics, the ferroelectric order is directly
accompanied by a magnetic order. A feature of this magnetic
multiferroics is the occurrence of an electric polarization
due to a spiral magnetic ordering.5,8,9 Here the coupling is
assumed to be strong. Such noncollinear structures can be
described on a microscopic10,11 and a mesoscopic level.12

The realization of various types of multiferroics depends
in a significant manner on the symmetry. Thus, transition
metals RMnO3 with an orthorhombic structure are of type
II, with narrow phase-transition temperatures. A common
explanation of spiral alignment due to a competition be-
tween nearest and next-nearest neighbors does not reflect the
breaking of inversion symmetry, which is characteristic for

a ferroelectric system. Otherwise, it is well known that the
relativistic Dzyaloshinski-Moriya interaction (DMI) plays an
important role in systems without inversion symmetry.13,14

The relationship between ferroelectricity and DMI is discussed
in Ref. 15, multiferroic perovskites are analyzed in Ref. 16,
and an exchange bias driven by DMI in antiferromagnetic
interfaces is discussed in Ref. 17. Recently the dynamical
interplay between ferroelectricity and magnetism has been
analyzed under the inclusion of the DMI.18

In view of broad applications of different ME devices,
giving rise to the coupling between magnetism and fer-
roelectricity, the general mechanism should be elucidated.
Despite the great progress in the experimental characterization
of ME material, the discussion of the properties in terms
of microscopical models is quite rare. One of the most
prominent approaches seems to be first-principles studies,
which are based on the density functional theory.19,20 In
Ref. 21, the ME effect has been investigated theoretically
in ferroelectromagnets under the aspects of the origin of the
ME effect, identified with the dielectric changes and the ME
response. The magnetocapacitance effects in BiMnO3 have
been interpreted in Ref. 22, applying a Ginsburg-Landau
theory in terms of the two order parameters P and M for
the polarization and the magnetization, respectively. The
model includes a coupling term proportional to P 2M2 in
the thermodynamic potential and offers a second-order phase
transition of the ferroelectromagnets.

Otherwise the properties of solid materials are characterized
by their elementary excitations. In this paper we emphasize
that multiferroics also offer such a spectrum of elementary
excitations, which determines the macroscopic behavior of
the system as magnetization and polarization. To that aim, we
start from a microscopic model comprised of a ferroelectric
and a magnetic subsystem, as well as a symmetry-allowed
coupling between both. The magnetic part is described by
the isotropic Heisenberg model expressed by spin operators
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and an additional DMI, which gives rise to a spiral magnetic
order. The ferroelectric subsystem is characterized by charge-
ordering processes, which can be mapped onto an Ising model
in a transverse field in terms of pseudospin variables.23 The
coupling between the subsystems is assumed to be biquadratic
in both sets of variables, as already proposed in Ref. 22. Such
a coupling is realized, for instance, in the hexagonal version
of RMnO3, and was previously studied in Refs. 24–26, but
without the consideration of spiral structures. Because this
material is of type I, the interaction between both systems is
assumed to be weak and, hence, the model is treated in a kind
of dynamical mean-field approximation. The coupled system
is studied by a thermodynamic Green’s function technique,
which allows immediately the determination of the elementary
excitations and the calculation of the temperature-dependent
magnetization and polarization. While the Heisenberg model
with DMI shows a Goldstone mode excitation, the ferroelectric
subsystem is characterized by a soft mode, i.e., the energy
tends to zero at the ferroelectric phase-transition temperature.
The mutual coupling between both subsystems modifies the
spectrum because the Goldstone mode as well as the soft mode
are influenced by the respective other subsystem. Moreover,
the interaction energy becomes temperature dependent. As a
consequence of the altered excitation spectra, the macroscopic
polarization and magnetization, respectively, are simultane-
ously changed. A further ingredient of our model is the
consideration of different spiral structures favored by the
DMI. Because such a noncollinear arrangement of spins
has no fixed quantization axis, we use a representation of
the underlying spin operators with an arbitrary quantization
axis. This representation enables us to consider varies spiral
alignments.

II. THE HAMILTONIAN

Our model consists of two subsystems. The magnetic part
is described by the Heisenberg model and the Dzyaloshinski-
Moriya interaction (DMI), where the DMI is essential to
include spiral spin arrangements. As mentioned before, the
magnetic system is characterized by spin operators Si on
a lattice at the magnetic lattice at site i. The ferroelec-
tric behavior is stimulated by charge-ordering processes. A
typical model to describe such a situation is given by the
Ising model in a transverse field.23 Here we consider, for
simplicity, two different charge-ordering positions, which
will be characterized by a pseudospin operator P z

l at the
site l of the ferroelectric lattice. The conventional spin
operators as well as the pseudospin offer the two eigenvalues
±1/2. Since we are interested in multiferroics of type I,
the coupling between the ferroelectric and the magnetic
subsystem is assumed to be weak. Due to Ref. 22, these type-I
multiferroics allow a biquadratic coupling in spin S and the
z component of pseudospin operator P z. The Hamiltonian
reads

H = Hm + Hp + Hc. (1)

The three parts characterize the magnetic subsystem Hm, the
ferroelectric (polar) subsystem Hp, and the symmetry-allowed

coupling Hc. They are defined by

Hm = −1

2

∑
ij

Jij SiSj − 1

2

∑
ij

Dij (Si × Sj ), (2)

Hp = −1

2

∑
kl

IklP
z
k P z

l − 2�
∑

k

P x
k , (3)

Hc = −1

2

∑
ijkl

gijklSiSjP
z
k P z

l . (4)

Here, the magnetic system is characterized by the sym-
metric isotropic exchange coupling Jij and the relativistic
DMI with the antisymmetric coupling vector Dij between
nearest neighbors. The ferroelectric system is identified by
the coupling Ikl between adjacent double-well potentials
situated at lattice points k and l, respectively. The parameter
� represents the tunnel frequency through the barrier (see
Ref. 23). The general form of a biquadratic coupling between
both subsystems is introduced in Eq. (4), where gijkl is the
coupling constant between pairs of nearest neighbors. Since
we investigate multiferroics of type I with well-separated
transition temperatures, the mutual influence of fluctuation on
the corresponding other subsystem is assumed to be negligible.
Hence, the model can be simplified in a dynamical mean-field
approach, leading to the effective coupling strengths

Jij → J̃ij = Jij +
∑
kl

gijkl

〈
P z

k P z
l

〉
,

(5)

Ikl → Ĩkl = Ikl +
∑
ij

gijkl〈SiSj 〉.

The effective coupling constants become temperature depen-
dent by the averaged values of the other subsystem. Notice that
the approximation made in Eqs. (5) can also be reached by a
corresponding decoupling of the Green’s function, introduced
in the subsequent section.

For the description of magnetic systems allowing spiral
structure, some special cases have been discussed in earlier
papers.27,28 More recently, noncollinear arrangements have
been discussed on a mesoscopic level12 or within microscopic
models.10,11 In the present paper, we apply a completely
different approach by transforming the spin operators into
the eigen representation of the quantization axis.29 Due to
the occurrence of spiral structures, the quantization axis is not
fixed in a certain direction, but changes by an angle ϕf =
Q · rf between adjacent spins. This variation is characterized
by a spiral wave vector Q, which is determined in the
next section. Locally, the direction of the quantization axis
is characterized by the real unit vector γ f = (γ x

f ,γ
y

f ,γ z
f ).

The respective transformation of the spin- 1
2 operators with

σm
f = 1

2 − b+
f bf is defined in terms of Pauli operators b+ and

b where, according to Ref. 29, the most general form reads

Sα
f = γ α

f σm
f + Aα

f bf + (A∗
f )αb+

f . (6)

The coefficients in Eq. (6) are chosen in such a manner that the
commutation relations of spin operators are guaranteed. Using
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the realization29

γ f = (
ρf cos ϕf ,ρf sin ϕf ,γ z

f

)
,

Ax
f = − 1

2

[
γ z

f cos ϕf + i sin ϕf

]
,

(7)
A

y

f = − 1
2

[
γ z

f sin ϕf − i cos ϕf

]
,

Az
f = ρf

2
= 1

2

√
1 − (

γ z
f

)2
, ϕf = Q · rf ,

the Hamiltonian is transformed into the following compressed
form, where only even terms in the annihilation and creation
operators has to be taken into account. The magnetic part reads

Hm = −1

2

∑
ij

{
Xm

ij σiσj + 2Sm
ij bib

+
j + Rm

ij bibj + R̃m
ij b

+
i b

+
j

}
.

(8)

Using the same procedure, the ferroelectric part is expressed
in terms of Pauli operators a and a+ by

Hp = −1

2

∑
ij

{
X

p

ijσ
p

i σ
p

j + 2S
p

ij aia
+
j + R

p

ijaiaj + R̃
p

ij a
+
i a+

j

}

− 2�
∑

i

{
γ̃ x

i σ
p

i

}
, (9)

with the x component of the unit vector for the ferroelectric
subsystem γ̃ = (sin ϑ, 0, cos ϑ). The Fourier-transformed co-
efficients in front of the Pauli operators are defined in the
subsequent section, where the Hamiltonian H = Hp + Hm is
studied with the renormalized couplings strengths, according
to Eq. (5), by thermodynamic Green’s functions.

III. GREEN’s FUNCTION

The Green’s function method is a powerful tool to elucidate
the excitation spectrum of an interacting system, such as
the dispersion relation of the elementary excitations of the
coupled model (compare Refs. 29 and 30). The spectrum
again determines the thermodynamic behavior of the system, in
particular, the polarization and the magnetization. The Green’s
function approach leads to a hierarchy of equations, which will
be decoupled in random-phase approximation (RPA). Let us
first consider the magnetic subsystem characterized by the
Hamiltonian defined in Eq. (8). The corresponding Green’s
functions are grouped as a 2 × 2 matrix that obeys, after
Fourier transformation, the following equation:

(
ω − εm

1 (q,Q) εm
2 (q,Q)

−εm
2 (q,Q) ω + εm

1 (q,Q

)(〈〈b; b+〉〉q 〈〈b; b〉〉q

〈〈b+; b+〉〉q 〈〈b+; b〉〉q

)

=
(

2〈σm〉 0

0 −2〈σm〉
)

. (10)

Here we have introduced the Green’s function, using the
abbreviation〈〈b(t); b+(t ′)〉〉 = −i�(t − t ′)〈[b(t),b+(t ′)]〉, with
h̄ = 1. The temperature dependence enters through the ther-
modynamic mean value within the canonical ensemble. The

energy factors in Eq. (10) are given by

εm
1 (q,Q) = 〈σm〉[X(0,Q) − 2S(q,Q)],

εm
2 (q,Q) = 2〈σm〉R(q,Q) = 〈σm〉 1

2

[
J̃ (q) − 1

2P (q,Q)
]
,

(11)

with X(q,Q) = − 1
2P (q,Q), S(q,Q) = 1

4 J̃ (q) − 1
8P (q,Q),

and P (q,Q) = J̃ (q + Q) + J̃ (q − Q) + i[Dz(q − Q) −
Dz(q + Q)]. In the last equation, the vector D of the DMI is
assumed to point in the z direction. The spin-waves vector q
and the direction of the propagation of the incommensurate
spin spiral with wave vector Q are determined by the
quantization axis γ . Here we discuss the occurrence of a
cycloidal or a screw state, which is related to γ z = 0, and so
the spiral varies around the z direction. Notice that deviations
from the collinear state are characterized by γ z < 1, whereas
for the parallel aligned state, γ z = 1. The wave vector of the
spiral Q is determined by the minimal ground-state energy. It
results in

tan(aQ) = −Dz

J̃
. (12)

Here Dz and J are the coupling strengths of the DMI and
the isotropic exchange interaction. The poles of the Green’s
function defined in Eq. (10) yield the dispersion relation of
the low-lying states. Directly from Eq. (10) we get, for the
magnetic subsystem,

εm(q,Q)

= ±
√

1
2 〈σm〉2

[
1
2P (0,Q) − J̃ (q)

]
[P (0,Q) − P (q,Q)].

(13)

The dispersion relation of the magnetic system obtained in
Eq. (13) is symmetric with respect to the wave vector q
because the renormalized interaction fulfills the condition
P (q,Q) = P (−q,Q). The positive branch of the spin-wave
dispersion relation is chosen because a negative excitation
energy indicates an instability of the system. In the case of
γ z �= 0, the dispersion relation becomes asymmetric, as is
demonstrated for pure magnetic systems in Ref. 31. One of
the fundamental concepts in different fields is the chirality.32

In our context, the rotational sense of the spin spiral (chirality)
is defined by the interplay between the different interactions
within the magnetic subsystem, resulting in the wave vector
Q, which is related to a constant canting of spins between
adjacent lattice sites. The rotational sense depends on the
sign of the DMI, allowing only one type of chirality, which
is in accordance with Ref. 33. Here both the symmetric
J̃ij and the antisymmetric interaction Dz

ij contribute to the
chirality-dependent asymmetry.

The corresponding ferroelectric subsystem is characterized
by Eq. (9). In analogy to the magnetic system, let us also
introduce Pauli operators for the ferroelectric subsystem
(denoted as a and a+). By using the same procedure,
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the 2 × 2 matrix Green’s function satisfies the following
equation:

(
ω − ε

p

1 (q) ε
p

2 (q)

−ε
p

2 (q) ω + ε
p

1 (q)

)(
〈〈a; a+〉〉q 〈〈a; a〉〉q
〈〈a+; a+〉〉q 〈〈a+; a〉〉q

)

=
(

2〈σp〉 0

0 −2〈σp〉

)
(14)

with

ε
p

1 (q) = 2〈σp〉[Xp(0) − 2Sp(q)] + 2�γ̃ x,
(15)

ε
p

2 (q) = 2〈σp〉Rp(q) .

Here we used Rp(q) = R̃p(−q) = R̃p(q), with

Xp(0) = Ĩ (0) cos2 ϑ, Sp(q) = 1
2 Ĩ (q) sin2 ϑ . (16)

The ferroelectric branch of the dispersion relation reads

εp(q) = ±
√

[〈σp〉Ĩ (0) cos2 ϑ + 2�γ̃ x][〈σp〉Ĩ (0) cos2 ϑ + 2�γ̃ x − 〈σp〉Ĩ (q) sin2 ϑ] (17)

The rotation angle ϑ in the ferroelectric system is determined
by the minimal ground-state energy as

sin ϑ = 2�

Ĩ (0)〈σp〉 . (18)

Thus, Eqs. (13) and (17) determine the excitation spectrum of
the coupled multiferroic system. Based on this spectrum, the
Green’s function technique29,30 allows the calculation of the
averaged polarization according to

〈σp〉 = 1

2

{∑
q

ε
p

1 (q)

εp(q)
coth

[
β

2
εp(q)

]}−1

. (19)

Here β is the inverse temperature in units of the Boltzmann
constant. A similar expression is derived for the averaged
magnetization 〈σm〉, where the ferroelectric dispersion relation
εp(q) has to be replaced by the corresponding magnetic one
εm(q), according to Eq. (13). Notice that due to Eq. (5), the
effective coupling terms can be expressed by the following
relations:

J̃ (q) = J (q) + g(0) cos2 ϑ〈σp〉2 J (q)

J (0)
,

(20)

Ĩ (q) = I (q) + g(Q)〈σm〉2 I (q)

I (0)
.

Here, the Fourier-transformed ME coupling depends only on
the spiral wave vector Q. One observes that the effective
magnetic coupling J̃ (q) is influenced by the polarization 〈σp〉
and, vice versa, the effective ferroelectric coupling Ĩ (q) can be
triggered by the magnetization 〈σm〉. The analytical results for
the magnetization and the polarization are coupled equations,
which will be discussed in the subsequent section for the case
of the screw state with γ z = 0.

IV. DISCUSSION

Using the relation for the magnetization and polarization
in the form given by Eq. (19), with J = 100 K, I = 100 K,
transverse field � = 10 K, and Dz = 1 K, the temperature
dependence of the polarization is shown in Fig. 1 for different
strengths of the magnetoelectric coupling g. Notice that
both the exchange coupling Jij and the DMI Dz

ij for the

magnetic subsystem, as well as the corresponding coupling
Iij for the ferroelectric system, are assumed to be nearest-
neighbor couplings. The interaction between both subsystems
gijkl , defined also in Eqs. (4), means a pairwise coupling
between the spins and the pseudospins. Due to the set of
parameters, the investigated system is ferroelectric up to the
ferroelectric phase-transition temperature Tc = 145 K, and
magnetic up to magnetic transition temperature TN = 100 K.
The polarization decreases with increasing temperature and
vanishes continuously at the ferroelectric phase-transition
temperature Tc. In the region below the magnetic transition
temperature TN , where both the magnetic and the ferroelectric
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FIG. 1. (Color online) Temperature dependence of the polariza-
tion for different strengths of the magnetoelectric coupling for fixed
Dz = 1 K. (b) Increase of the polarization for different strengths
of the ME coupling, 
g〈σp〉 = 〈σp〉(g) − 〈σp〉(g = 0), for fixed
Dz = 1 K. (c) Additional effect on the polarization for increased DMI,

D〈σp〉 = 〈σp〉(Dz = 10 K) − 〈σp〉(Dz = 1 K), for various values
of g.
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FIG. 2. (Color online) Temperature dependence of the ferro-
electric excitation energy εp for q = 0 and for different strengths
of magnetoelectric coupling g. (b) Change of the excitation en-
ergy compared to the noncoupled case, 
gε

p = εp(g) − εp(g = 0).
(c) Additional effect on the energy for two different strengths of
DMI Dz, 
Dεp = εp(Dz = 10 K) − εp(Dz = 1 K). In (a) and (b),
the DMI strength is constant at Dz = 1 K.

phase may coexist, the polarization is enhanced due to the
ME coupling. As expected, a larger ME coupling strength g

leads to an enhanced polarization with a more pronounced
peak around the magnetic phase transition. The inset shows
the magnification of the temperature dependence nearby to the
magnetic transition. The enhancement of the polarization due
to the ME coupling can be quantified by 
g〈σp〉 ≡ 〈σp〉(g) −
〈σp〉(g = 0) for fixed Dz = 1 K. The largest contribution
is observed in the vicinity of the magnetic transition. This
result is also in accordance with other theoretical findings.34

In the same manner, one can characterize the influence of
the DMI on the polarization defining 
D〈σp〉 = 〈σp〉(Dz =
10 K) − 〈σp〉(Dz = 1 K). The result is shown in Fig. 1(c).
Whereas the ME coupling leads to an enhanced polarization in
the whole multiferroic phase, the effect of the spiral structure,
driven by the DMI, is considerable only near the magnetic
transition. Otherwise it is remarkable that the weak DMI
offers an influence of the polarization at all. The ferroelectric
excitation energy is likewise influenced in a significant manner
by the ME coupling and the DMI, as depicted in Fig. 2. Here,
the dispersion relation for q = 0 is shown for different ME
coupling strengths at a fixed Dz. The excitation energy offers
a soft-mode behavior at the ferroelectric phase transition,
i.e., the energy tends to zero in approaching the ferroelectric
transition. In the multiferroic phase, where both phases coexist,
the excitation energy is enhanced where the most significant
contribution occurs for the largest ME coupling strength. The
magnetic transition is manifested by the appearance of a kink in

the ferroelectric mode. This is in accordance with experiments
in the type-I multiferroic BiFeO3. The temperature-dependent
Raman spectra of BiFeO3 reveal pronounced phonon anoma-
lies around the magnetic transition temperature.35 Although
we model the ferroelectric subsystem by an order-disorder-like
behavior, we believe that the experimental observations made
in Ref. 35 reflect some general features of the ME coupling.
Our result is also in accordance with a comparable theoretical
approach26 where, however, no spiral magnetic structures are
taken into account. For T > TN , where the material is both
paramagnetic and ferroelectric, one observes no influence of
the magnetic subsystem as expected. Fig. 2(b) shows that the
lower the temperature, the more pronounced is the influence of
the ME coupling. The weak DMI leads also to an enhancement
of the excitation spectrum, as shown in Fig. 2(c). The influence
of the DMI on the ferroelectric branch of the excitation energy
is presented in more detail in Fig. 3 for a fixed ME coupling,
before the ferroelectric mode becomes soft at the ferroelectric
transition as already discussed. The magnetic transition is
manifested in this ferroelectric soft mode by a kink, which
is slightly influenced by the DMI, as shown in the inset of
Fig. 3(a). An increasing DMI leads to a magnification of the
energy [compare also Fig. 3(b)]. In contrast, the influence of
the DMI is not very pronounced at very low temperatures.
However, as one can see in Fig. 3(c), the reduced excitation
energy at low temperatures is slightly magnified. This effect
can be understood by a weakening of the ME coupling strength
depending on the vector Q. Notice that this special vector Q,
characterizing the spiral structure, is determined implicitly by
the ME coupling strength g. The maximum of the effective
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FIG. 3. (Color online) Temperature dependence of the ferro-
electric mode εp for different strengths of DMI. The inset shows
the change in the excitation energy around the magnetic phase
transition. (b) Change in energy with increasing strength of DMI,

Dεp = εp(Dz) − εp(Dz = 1 K). (c) Low-temperature behavior of
the energy. The ME coupling is g = 10 K.
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ME coupling strength g(Q) is obviously reached for Q = 0.
Hence, a nonzero pitch is related to a reduction of the ME
coupling strength g. Furthermore, an enhanced DMI results in
a larger pitch Q of the spin spiral. Otherwise, this additional
ordering of the magnetic spins stabilizes the magnetic ordering
against temperature fluctuations. The largest enhancement of
the ferroelectric excitation energy by the DMI is observed
in the vicinity of the magnetic transition, which will be
discussed later (compare also Fig. 6). From this and the results
presented, we conclude that with increasing temperature, the
stabilization of the magnetic phase transition is more dominant
than the reduction of the ME coupling by a larger pitch of the
spiral. Notice that the stabilization of the magnetic phase is
manifested by a shift of the transition temperature to higher
values. In the same manner, as in the magnetic case, the
macroscopic polarization is determined by the spectrum of
its elementary excitations [see Eq. (19)]. As a consequence,
the polarization offers an equivalent behavior when the DMI
is varied.

Now let us discuss the magnetic subsystem in more detail.
In Fig. 4 we show the spin-wave spectrum for small wave
vectors q and different DMI and ME coupling strengths. Even
under the influence of the DMI, the magnetic energy remains a
Goldstone mode as demonstrated in Fig. 4(a). The dispersion
relation within the complete Brillouin zone is depicted in the
inset. The influence of the DMI is plotted in Fig. 4(b), while
Fig. 4(c) shows the change in the energy for an enlarged ME
coupling. Here the largest influence is observed for the lowest
DMI strength. This implies a reduction of the ME coupling
on the spin-wave spectrum in the case of increasing DMI.
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FIG. 4. (Color online) Magnetic dispersion relation εm around
q = 0 for different strengths of DMI. (b) Deviations in energy
for different DMI, 
Dεm = εm(Dz) − εm(Dz = 1 K). (c) Change
in energy for an enlarged ME coupling, 
gε

m = εm(g = 10 K) −
εm(g = 0). In (a) and (b), g = 10 K.
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FIG. 5. (Color online) Magnetic dispersion relation εm for dif-
ferent strengths of magnetoelectric coupling. (b) Dispersion relation
at the Brillouin-zone center. In (a) and (b), the DMI is Dz = 1 K,
whereas in (c), the dispersion relation for Dz = 10 K is plotted.

The influence of the ME coupling is shown in more detail in
Fig. 5. With increasing ME coupling, the excitation energy is
enhanced mostly at the Brillouin-zone boundary. Obviously,
the mutual effect of the DMI and the ME coupling is visible
in the spin-wave energy. The excitation energy increases and
the curves for different ME coupling become narrower if the
DMI is enhanced. This reflects the reduction of the influence of
the ME coupling if the DMI enhances. An experimental study
of the magnon spectrum in hexagonal multiferroic YMnO3

is carried out in Ref. 36. Here a strong coupling between
magnetic and ferroelectric excitations is observed by inelastic
neutron scattering in hexagonal multiferroic YMnO3. In our
approach, this coupling is manifested in the magnetization
presented in Fig. 6. Because the quantization axis of the
spins is characterized by the real unit vector γf = (γ x

f ,γ
y

f ,0)
[see Eq. (6)], the magnetization vector is in the x-y plane.
As can be seen, this transverse magnetization decreases
with increasing temperature and vanishes continuously at
the magnetic transition temperature. With increasing ME
coupling, the phase-transition temperature is shifted to higher
values [see Fig. 6(a)]. The DMI leads likewise to a stabilization
of the magnetization, as shown in Figs. 6(b). In Fig. 6(c)
and 6(d), the influence of the ME coupling and the DMI,
respectively, is presented on the absolute value of the pitch
|Q|. The pitch is determined by the interactions [compare, e.g.,
Eq. (12)], but varies only in a small range, which was reported
experimentally in Ref. 37 for BiFeO3. The observed splitting
of the magnetic diffraction maxima suggests the occurrence of
a magnetic cycloidal spiral. As the magnetic phase transition is
approached, the pitch becomes more pronounced. Our result
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FIG. 6. (Color online) Temperature dependence of the magnetiza-
tion pointing along the in-plane quantization axis for different (a) ME
coupling strengths and (b) DMI strengths. (c) Temperature-dependent
pitch for different ME coupling strengths. (d) Pitch |Q| for the DMI
strength Dz = 5 K.

reflects the same temperature behavior as observed by the
sublattice magnetization measured in BiFeO3.
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V. CONCLUSION

The goal of this paper is twofold: to formulate a new
microscopic model for the magnetoelectric effect and to find
the spectrum of the elementary excitations. We calculate the
macroscopic properties of the system, such as the transverse
magnetization and the polarization for finite temperatures.
As an appropriate tool, the temperature-dependent two-time
retarded Green’s function is analyzed using the simplest
decoupling procedure. The model is comprised of a magnetic,

a ferroelectric, and a coupling term. To incorporate the
observed spiral structures, the magnetic part of the model
is characterized by the Heisenberg model and, additionally,
by the Dzyaloshinski-Moriya interaction favoring such spiral
states. The ferroelectric behavior is originated from the
ordering of dipoles, which allows for simplicity with only
two orientations. In that case, the related Hamiltonian is an
Ising model in a transverse field. The magnetoelectric coupling
between both subsystems is realized by a symmetry-allowed
quartic coupling term. In our approach, which reminds us of
the dynamical mean-field approximation, the ME coupling
leads to a renormalized magnetic exchange interaction by
a ferroelectric correlation function. In the same manner,
the ferroelectric dipole coupling is modified by a magnetic
spin-spin correlation function. As a result, we find the magnetic
and the ferroelectric excitation energy as the poles of the
corresponding Green’s function matrix. Whereas the effective
magnetic excitation, modified by the ferroelectric correlation
function, remains a Goldstone mode, the effective ferroelectric
excitation offers a soft-mode behavior. We conclude that the
Goldstone mode and the soft-mode behavior seem to be an
inherent property of the applied model. In spite of the ME
coupling, such a behavior is retained. As further demonstrated
in this paper, the spectrum of the elementary excitations
determines the macroscopic quantities as the magnetization
and the polarization. Moreover, we have included spiral spin
structures in the approach by considering a representation of
the underlying spin operators with a varying quantization axis.
Although we study type-I multiferroics with well-separated
phase-transition temperatures, both the DMI and the ME
coupling influence the dispersion relation of the whole system.
In particular, the ferroelectric soft mode is changed when
the magnetic subsystem undergoes a phase transition, and
vice versa. As a consequence, the polarization and the
magnetization vary by the occurrence of the coupling due to
the mutual influence between both subsystems.
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