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Tilted potential induced coupling of localized states in a graphene nanoconstriction
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We use the charged tip of a low-temperature scanning probe microscope to perturb the transport through a
graphene nanoconstriction. Maps of the conductance as a function of tip position display concentric halos and,
by following the expansion of the halos with back-gate voltage, we are able to identify an elongated domain over
the nanoconstriction where they originate. Amplitude modulations of the transmission resonances are correlated
with the gradient of the tip-induced potential and we analyze this in terms of modified tunnel coupling between
localized states.
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I. INTRODUCTION

The demand for materials capable of realizing the next
generation of electronic and photonic devices continues to fuel
interest in the electronic and optical properties of graphene.1,2

The single-electron control offered by quantum dots makes
them ideal test-beds for examining properties of Dirac quasi-
particles such as the g factor,3 excitation spectra,4 and spin
relaxation time.5 A graphene quantum dot typically consists
of an etched island that is tunnel coupled to large-area leads
by ultranarrow (<30 nm) constrictions.6,7 Broad and irregular
modulations of the Coulomb blockade oscillations obtained
from such structures have been attributed to disorder-induced
dots within the constrictions themselves.7 Although their size,
spacing, and precise origin are currently unclear, at sub-30-
nm length scales, it is likely that potential inhomogeneities
and edge roughness play a role in creating these localized
states.8–10 The random transport properties associated with
unintentional localization are not only problematic for an-
alyzing quantum dot structures but also present challenges
for the development of graphene nanoribbon electronics.11

In contrast with large-area graphene sheets, whose on-off
conductance ratio is too low for applications such as switches
and transistors, narrow channels do exhibit a length- and
width-dependent transport gap where the conductance is
suppressed for a range of source-drain bias around the charge
neutrality point.10,12,13 However, this gapped region is larger
than estimates based on confinement effects alone, and also
exhibits sharp resonances at low temperature.10,13,14 Hence
the focus has recently shifted away from tailoring transport
properties using edge lattice symmetries and more toward
understanding the role of disorder.12,15

Transport through narrow graphene channels in the pres-
ence of disorder has been explored within different theo-
retical and semiempirical frameworks, including Anderson
localization,16 percolation models,17 disorder- and edge-
roughness-induced quantum dot formation,10,13,15,18 and lateral
confinement.12 Since these mechanisms are partly distin-
guished by where localization occurs, local probes offer a
powerful way to discriminate between them. In this work
we use the charged tip of a scanning probe microscope
to perturb the transport through a lithographically defined
graphene nanoconstriction. By monitoring the conductance
of the nanoconstriction as a function of tip position, we are

able to detect the presence of multiple quantum dots within
the channel via the effect of the potential from the tip.

II. EXPERIMENTAL METHOD

Our graphene flakes are mechanically exfoliated from
natural graphite onto a highly doped Si substrate capped
with a 300-nm-thick SiO2 layer. Optical microscopy19 and
Raman spectroscopy20 are used to locate the flakes and confirm
that they are monolayers. Two Ti-Au contacts (of 10 and
50 nm thickness) were patterned using lift-off processing
and a ≈90-nm-wide channel connected by tapered leads was
etched using an O2 plasma [Fig. 1(b)]. Figure 1(a) shows the
conductance G of the device as a function of back-gate voltage
VBG applied to the Si substrate at T = 8 K. As expected,7

G is strongly suppressed for a range (�VBG) around the
neutrality point (VNP ≈ 12 V) except for irregularly spaced
resonances where G increases over a narrow range of VBG. The
density of resonances decreases at lower temperature while
their line shape remains roughly constant [inset, Fig. 1(a)]. At
larger source-drain voltage (VSD), the conductance between
the resonances increases, leading to diamond-shaped regions
with �VSD of 15–20 mV where the current is blockaded
[Fig. 1(c)].

A schematic of our scanning gate microscopy (SGM) setup
is shown in Fig. 1(b). To perform SGM, a current is driven
through the device and its conductance is recorded while a
sharp conducting tip is scanned in close proximity (<100 nm)
over its surface.21,22 To approach the sample at low tem-
perature, we use a modified commercial scanning probe
microscope head (AttoAFM I) mounted to the mixing chamber
of a dilution refrigerator. The oscillation of the cantilever
is measured using standard interferometric detection with a
fiber-based infrared laser. By monitoring the response of the
device at different laser powers, we eliminate the possibility
of optical excitation arising from indirect illumination by the
laser. We use a Pt-Ir–coated cantilever (NanoWorld ARROW-
NCPt) with a nominal tip radius of 15 nm.

III. RESULTS AND DISCUSSION

A. Tapping-mode imaging

Figure 2(a) shows a typical SGM image23 captured over
the constriction in tapping mode with an applied tip bias
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FIG. 1. (Color online) (a) Conductance of the nanoconstriction as
a function of VBG at T = 8 K (VSD = 5 mV). Inset: Plots of the zero-
bias conductance (excitation voltage 300 μV) within the transport gap
(VBG = 7–10 V) at different temperatures. (b) Setup used to perform
scanning gate microscopy. Inset: Atomic force micrograph (≈1 ×
0.5 μm2) showing the 90-nm-wide constriction. (c) Conductance as
a function of VSD and VBG. Diamonds of suppressed conductance at
low VSD indicate the presence of Coulomb blockaded islands with
characteristic charging energy of ≈15–20 meV.

VT = 0.5 V and VBG = 0 V. Elongated halos alternating
between enhanced and suppressed G encircle the constriction.
Such features are typical of SGM on quantum dots, with
each halo corresponding to the locus of points where the tip’s
contribution to the electrostatic potential of the dot is sufficient
to overcome the Coulomb blockade.21 In tapping mode there
is an additional time dependence in the position of each halo
due to the oscillating height of the tip. By analyzing the height
dependence of the conductance as the tip is retracted directly
over the constriction, we estimate that the amplitude of the can-
tilever oscillation (≈8 nm) produces an effective oscillation of
VT of ≈1 mV. Since this is small in comparison with the typical
change in tip voltage required to sweep through a resonance
(≈100 mV), we ignore the small broadening which arises in
tapping mode. Note also that there is no response when the tip
is over the leads on either side of the constriction. This excludes
the possibility that direct conduction between the biased tip
and the graphene contributes to the image contrast in tapping
mode, probably because of the small tip-graphene contact area
and the residual layer of polymethyl methacrylate (PMMA).

The halos are continuous in region I, but are broken by
a stripe in region II where the tip crosses the graphene edge
on either side. Although their elongated axis is still aligned
with the channel in region III, the halos are indented where
the inside edge of the constriction meets the tapered lead.
This indent is highlighted in Fig. 2(b), which shows a SGM
image captured under the same conditions as Fig. 2(a), but
with a modulated bias applied to the tip.24 The images of δISD
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FIG. 2. (Color online) (a) Scanning gate image of the nanocon-
striction captured in tapping mode (VT = 0.5 V, VBG = 0 V,
VSD = 5 mV). (b) Transconductance scanning gate image captured
with an ac bias with peak-to-peak amplitude of VT = 100 mV
oscillating at 700 Hz. The arrow indicates the position of the indent
used to align lift-mode scanning gate images. (c) Scanning gate
image with same conditions as (a) illustrating the “locking” of
the conductance at the approximate value it has after leaving the
region over the nanoconstriction. Superimposed profiles show the
conductance in the vicinity of the corresponding lines in the image.
White dashed outlines indicate the edge of the nanoconstriction
extracted from the simultaneously captured topographic image. We
attribute the jumps in conductance observed in the left of image (a)
and the lower half of image (c) to switching induced by the movement
of trapped charges within the vicinity of the dot.

produced in this mode show similar features to the dc-bias
mode but with more halos, since each halo in the dc-bias
image produces two halos of high contrast where the derivative
(|∂ISD/∂VT |) on either side is a maximum. The modulated bias
has the effect of enhancing the contrast over the constriction.
The stripe in region II is clearly distinguished as a region where
the conductance jumps over the constriction, and fluctuations
appear in the position of the halo, as highlighted by the yellow
line near the top of Fig. 2(b).

The stripe rotates with the scan direction and is always
parallel to the fast-scan axis. A region with these properties was
also observed in SGM of subsurface quantum dots,25 where
it was attributed to tip-induced rearrangements of charge in
the vicinity of the dot. In our system it is likely that charge
is deposited on the residual PMMA as the biased tip taps the
area over the constriction. The deposited charge effectively
offsets the electrostatic potential experienced by the localized
states during each scan, leading to jumps in the signal over the
constriction. The “locking” of the conductance at the value it
has when the tip leaves the sensitive region in any fast-scan
direction is also consistent with this picture: The deposited
charge effectively maintains the potential contributed by the tip
so that the transport becomes independent of tip position. Once
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the tip ceases to scan directly over the constriction, the stripe
is no longer observed, suggesting that the time for discharge
is of the order of seconds. Further support for this is shown in
Fig. 2(c), which shows a dc-mode image captured under the
same conditions as Fig. 2(a). Typical line scans at different
distances from the edge of the stripe are superimposed on
the image and reveal that the locking of the conductance
gradually diminishes as the tip leaves the region over the
nanoconstriction. Note that the stripe matches the entire width
of the constriction, suggesting that the localized states are
distributed over the channel width.

There is good agreement between the origin of the halos
and the topographic location of the constriction, presumably
due to the proximity of the tip in tapping mode.8 While tapping
mode was useful for relating SGM structures to the underlying
topography, it was unsuitable for continuous use, as the
distribution of resonances in G(VBG) could change between
successive scans [note the difference between Figs. 2(a) and
2(c)]. To avoid this instability, we performed all subsequent
scans in “lift mode,” with the static tip ≈30 nm from the
surface, and used the indent [arrow, Fig. 2(b)] as a reference
point for overlaying the topographic outline.

B. Lift-mode imaging

To establish where the conductance halos originate, we
park the biased tip (VT = 2 V) over the channel and tune
VBG such that G lies between two resonances [Fig. 3(b)].
The first resonance manifests as the outer halo in image 1
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FIG. 3. (Color online) (a) Sequence of lift-mode scanning gate
images (1–5) showing the evolution of the conductance halos with
back-gate voltage (VT = 2 V). Image 6 illustrates the typical left-right
asymmetry in the amplitude of halos within this range of back-gate
voltage. Dashed outline indicates the approximate location of the
nanoconstriction. (b) Linear conductance as a function of back-gate
voltage. Numbered arrows indicate the back-gate voltages at which
the corresponding images in (a) were captured.

of Fig. 3(a). With increasing VBG, the second resonance
emerges as a disordered domain, which is aligned with the
channel and extends into the leads with weak and variable
contrast [images 2–4, Fig. 3(a)]. Once G is tuned to the peak
of the second resonance, the domain is roughly the same width
as the channel and splits into a single halo [image 5, Fig. 3(a)].
Recent scanning gate images obtained over nanoconstrictions
connected to a quantum dot exhibit similar features arising
from localized states.8 While the shape of the domain depends
on the profile of the tip potential as well as the shape of
the region of localized states,26 tip-induced distortions seem
to play less of a role here because the orientation, width,
and location of the domain compare favorably with the
constriction itself. We note, however, that the lever-arm of
the tip-graphene system will reflect the geometric structure,
making an unambiguous determination of the exact shape or
position of the localized state difficult.

While the overlapping Coulomb diamonds and a reduction
in the density of resonances at lower temperature (T ) [inset,
Fig. 1(a)] imply that localization is due to chargeable islands
separated by tunnel barriers,27 neither SGM mode reveals
images with the characteristic signatures of multiple quantum
dots, such as interlocking or anticrossing halos.8,21,28 These ob-
servations are reconciled in the case of islands with insufficient
capacitive coupling to create charging effects between them.8

The latter may also reflect the elevated tunnel coupling (�)
between the leads and the localized states in this region of VBG,
an interpretation supported by the T independence of the peak
line shape, which suggests that h̄� > kBT . Furthermore, one
would expect the effect of a broad tip potential to be similar to a
global back gate if there are multiple islands which are closely
spaced, leading to the concentric, rather than interlocking,
halos seen in Fig. 3(a).

C. Tip-position-dependent amplitude modulations

In the absence of pronounced multiple-dot features in the
shape of the halos, we focus on the tip-position-dependent
amplitude modulations of the halos, such as those illustrated
in image 6 of Fig. 3(a). This procedure is similar to that adopted
in Ref. 8 for analyzing the capacitive coupling between a well-
defined quantum dot and a localized state in the tunnel barrier.
Here the tip-position-dependent amplitude modulations appear
within one set of Coulomb halos, and are more likely related
to the tunnel coupling between localized states, which are too
close to give rise to two sets of Coulomb halos with spatially
separated centers.

To analyze the spatial variation in the amplitude mod-
ulations more clearly, the tip was moved in 30-nm steps
along the line JK in Fig. 3(a) and the back-gate voltage
was swept at each point. (We analyze data taken along JK

because it traverses the kinked area of the domain, although
qualitatively the same behavior was observed for all lines
running perpendicular to the channel.) The resulting G(VBG,x)
maps along JK are plotted in Fig. 4(a) at different tip voltages.
First, we consider the shape of the curves. Figure 4(b) shows
the set of VP (x) curves highlighted in Fig. 4(a) by overlaid
lines, where VP denotes the position of a resonance in back-
gate voltage. These curves exhibit the expected dependence on
tip voltage: For positive tip voltages, the electrostatic potential
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FIG. 4. (Color online) (a) Main: Linear conductance as a function
of back-gate voltage and tip position along the line JK in Fig. 3 at
different tip voltages. Arrows highlight resonances which exchange
side upon reversing the sign of the tip potential. Right: The same
measurement performed along the direction LM at VT = 2 V.
(b) Plots of the back-gate voltage VP of the resonance overlaid by
dashed lines in (a), as a function of position along JK at different tip
voltages. (c) The same plot as (b) for nine of the resonances in (a) with
the zero-VT variation subtracted. Solid lines are fitted Lorentzians.

on the constriction increases as the tip approaches, leading
to a shift in VP (x) to lower back-gate voltage, while the
opposite is the case for negative tip voltages. We attribute
the variation of VP at zero applied VT to a combination
of screening, contact potential difference, charged debris on
the tip, and capacitive coupling between the tip and the
back gate.26,28,29 Note that the symmetry of VP in Fig. 4(a)
improves in the range of VT and VBG where the images in
Fig. 3(a) were captured, supporting our previous assertion
that zero-VT distortions are minimized. The asymmetry in the
shape of VP (x) upon exchanging tip polarity masks the tip-
voltage-dependent component of the tip-graphene interaction.
By subtracting from each VP its behaviour at VT = 0 V,
however, we obtain a set of corrected data, V ′

P (x), which
are symmetrical and well fitted by Lorentzians given by
V ′

P = A/[4(x − dch)2 + w2], where dch is the center of the
Lorentzian along JK [indicated in Fig. 3(a)], w is its full-width
half maximum, and A ≈ βVT , with β ≈ 0.38 ± 0.01. We find
that dch ≈ 675 ± 10 nm and w ≈ 805 ± 20 nm for thirty-six
curves corresponding to nine of the resonances in Fig. 4(a). The
value of w is in good agreement with the width of tip-induced
potentials reported previously.29,30 Considering the radius of
curvature of the tip apex, the surprisingly low spatial resolution
obtained here suggests that the long-range “gating effect”
from the tip cone dominates at these lift-mode heights (see

Ref. 31 for a discussion of this effect). We note that recent
SGM experiments on magnetic-field-induced localized states
in two-dimensional electron systems have achieved spatial
resolutions better than 150 nm at lift heights of ≈50 nm.32

While this is still poor in comparison with the dimensions of the
tip apex, it is likely that the screening ability of planar systems
leads to a sharper effective potential profile experienced by
the localized state, as well as a lift-height dependence of the
spatial resolution. Based on this, we suggest that the device
geometry, rather than the lift height or shape of the tip, is
the limiting factor in resolving localized states in graphene
nanostructures using SGM. This is supported by other SGM
images of graphene nanostructures captured at a lift height
of ≈40 nm, which also do not show a dramatic enhancement
of the spatial resolution over the range 150–40 nm.8

We now consider the mechanism for amplitude modulations
which gives rise to the left-right asymmetry of the halos in
image 6 of Fig. 3(a). Such halos correspond to the resonances
highlighted by arrows in Fig. 4(a). Figure 4(a) reveals a
particularly striking dependence of these resonances on the
polarity of the tip voltage: The maximum conductance GMax

of the resonances highlighted by black arrows in Fig. 4(a)
is enhanced (suppressed) when the tip is closer to K (J )
for VT = 2 V, while the opposite behavior is observed upon
reversing the side and sign of the tip potential. By contrast,
no such asymmetry is observed if the same measurement is
performed with the tip stepped parallel to the channel [LM

in Fig. 3(a)]. Since exchanging both the side and sign of
the tip potential along JK preserves the in-plane electric field
direction perpendicular to the channel, i.e., E(−x) = −E(x),
the observed asymmetry is naturally described in terms of the
tilted potential induced across the channel.

Figure 5(a) shows line plots of G(VBG) around the pair of
resonances indicated by the lower black arrow in Fig. 4(a).
We find that the maximum modulation of both resonances is
reached when the tip is between the center of the channel
and point K . This is precisely where the gradient (�V ′

P )
of the corrected tip-induced potential is at maximum. Since
the latter can be related to the in-plane component of the
electric field by E ∝ �V ′

P /�x, this is further evidence that
the electric field controls the amplitude of the resonance.
This dependence is shown explicitly in Fig. 5(b), where
we plot the maximum conductance (GMax) of peak 2 as a
function of �V ′

P . The data is well described by an expo-
nential function, GMax ≈ e−�V ′

P /γ + D, where D ≈ 0.01 e2/h

accounts for the nonzero conductance floor and γ ≈ 0.02 V.
The reason why the data is well described by the corrected
rather than the raw potential may be due to the fact that the
indirect tip-position-dependent changes in potential, such as
the screening of electric fields from the environment, occur
uniformly across the constriction and therefore only shifts
the position of each resonance in the back-gate. At lower tip
voltages, the influence of the bias-independent effect of the
tip is also much larger, and GMax is no longer simply related
to �V ′

P .
Similar behavior is observed by the other resonance

highlighted by the black arrow in Fig. 4(a), and the opposite
behavior is observed for the resonance indicated by the
white arrow. Such variations in GMax are usually ascribed
to tip-induced modulations in the tunnel barriers, and are
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FIG. 5. (Color online) (a) Conductance as a function of back-gate
voltage with the tip at different positions along JK in Fig. 3(a)
with VT = 2 V. Each curve has been vertically offset for clarity and
horizontally offset such that peak (1) is at VBG = 0 V. (b) Maximum
conductance of resonance (2) as a function of the gradient of the
corrected tip-induced potential for data taken with VT = 2 V (circles)
and −2 V (diamonds). Solid line is an exponential fit using both
data sets. (c) [Top] Schematic depictions showing the effect of the
potential offset in the ladder of states of two dots. [Bottom] Cartoon
depicting the proposed mechanism for amplitude modulations of the
Coulomb halos. Around the charge neutrality point, electron (blue)
and hole (red) puddles within the constriction form quantum dots
(white dashed outlines) separated by tunnel barriers. In the case
depicted the potential from the tip (orange solid line) aligns the states
in the two dots, increasing the conductance of the halo to the right
side of the constriction [c.f. Image 6, Fig. 3(a)].

therefore equally compatible with single-dot behavior.34 The
exponential dependence on �V ′

P is moreover highly sug-
gestive of tunnel barrier modulation. However, in light of
the multiple-dot behavior exhibited in the transport data,
we consider an alternative scenario. The different charging
energies and coupling between the back gate and the dots
within the channel should lead to a random distribution of
resonances in G(VBG), as a dot with the weakest coupling to

the back gate modulates the amplitude of resonances from
the more strongly coupled dot(s).35,36 The tilted potential
introduced by the tip effectively offsets the ladder of charge
states in the dots relative to one another [Fig. 5(c)]. As a
result, the alignment of states in different dots either increases
[peak 2 in Fig. 5(a)] or decreases [peak 1 in Fig. 5(a)],
and resonance is indicated by the white arrow in Fig. 4(a)],
depending on their initial detuning. While it is not possible
to extract the exact size of the dots from our measurements,
this picture requires at least two dots to fit laterally within
a constriction with width 90 nm, and is therefore consistent
with the estimate (≈20–30 nm) extracted from recent scanning
gate images,8 as well as the measured charging energy of
10–15 meV.12

IV. CONCLUSION

We investigated the response of a graphene nanoconstric-
tion to the local electrostatic potential of a scanning probe tip.
In weakly invasive tapping mode, we observe jumps in the
conductance when the tip scans over the constriction, suggest-
ing that localization in graphene nanostructures is sensitive to
the electrostatic environment produced by locally deposited
charge. In lift mode, we observe the expansion of a single
elongated conductance halo around the nanoconstriction, in
agreement with the results presented in Ref. 8. Transport data
combined with scanning gate measurements, taken at different
tip potentials and positions, allow us to detect the presence of
multiple dots within the constriction via tip-induced amplitude
modulations of the resonances. We interpret the absence of
halos with different centers to imply that the localized states
within the constriction are too small to be spatially resolved
with our scanning gate microscopy setup. Finally, we note that
similar amplitude modulations in halos have been reported
in previous SGM work on GaAs-based subsurface quantum
dots.34 Since we are able to relate them to the strength and
direction of the electric field from the tip, the present work also
provides an insight into the tip-dot interaction which occurs in
scanning gate microscopy of quantum dot systems.
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