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Spin-orbit-coupled two-dimensional electron gases (2DEGs) are a textbook example of helical Fermi liquids,
i.e., quantum liquids in which spin (or pseudospin) and momentum degrees of freedom at the Fermi surface
have a well-defined correlation. Here we study the long-wavelength plasmon dispersion and the Drude weight of
archetypical spin-orbit-coupled 2DEGs. We first show that these measurable quantities are sensitive to electron-
electron interactions due to broken Galilean invariance and then discuss in detail why the popular random
phase approximation is not capable of describing the collective dynamics of these systems even at very long
wavelengths. This work is focused on presenting approximate microscopic calculations of these quantities based
on the minimal theoretical scheme that captures the basic physics correctly, i.e., the time-dependent Hartree-Fock
approximation. We find that interactions enhance the “plasmon mass” and suppress the Drude weight. Our
findings can be tested by inelastic light scattering, electron energy loss, and far-infrared optical-absorption
measurements.
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I. INTRODUCTION

In recent years we have witnessed a tremendous explosion
of interest in a large variety of novel two-dimensional (2D)
quantum many-body systems. Prime examples are (i) spin-
orbit-coupled 2D electron and hole gases, which are promising
candidates for semiconductor spintronics,1 (ii) graphene2 (a
monolayer of carbon atoms arranged in a 2D honeycomb
lattice), which has attracted a great deal of interest because
of the massless-Dirac-fermion character of its carriers and
because it may pave the way for carbon-based electronics;3

(iii) 2D electron gases in HgTe/Hg(Cd)Te quantum wells
where massless Dirac fermions are predicted to arise at a
critical quantum well thickness;4–7 and, more recently, (iv)
metallic surface states of 3D topological insulators.8–11

These systems share a unique common factor: their orbital
degrees of freedom are intimately coupled to the electron spin
(or sublattice pseudospin, in the case of graphene) degree of
freedom. This coupling, being of relativistic origin,12 naturally
breaks Galilean invariance and is thus the basic reason
for a quite sensitive dependence of several observables on
electron-electron interactions, even at very long wavelengths
(see, for example, Refs. 13–18). Furthermore, these systems
exhibit coupled spin-charge collective dynamics, which is just
beginning to be investigated in the contemporary literature.19

In this paper we focus our attention on an archetypical
2D electron gas model Hamiltonian with spin-orbit coupling
(SOC). For the sake of simplicity we choose an elementary
form of SOC which is linear in momentum and has the
canonical Rashba or Dresselhaus functional form. Since col-
lective dynamics in quantum many-body systems is controlled
by isolated poles in dynamical linear-response functions,20

we carry out a microscopic study of the density-density

response function in the dynamical limit taking into account
exactly SOC and treating electron-electron interactions beyond
the random phase approximation (RPA). The RPA, which
is commonly used to describe electron liquids, is indeed
not capable of capturing the subtle renormalization of the
plasmon mode that occurs in non-Galilean-invariant quantum
liquids. The study of many-body effects when both Rashba
and Dresselhaus SOC terms are present in the Hamiltonian is
beyond the scope of the present paper: rotational invariance
of the Fermi contours is indeed spoiled by the simultaneous
presence of both effects and this complicates (and partly
obscures) the basic interplay between SOC and many-body
effects we want to highlight. Electron-electron interactions
in 2D electron and hole gases in the presence of SOC
have attracted a certain deal of attention.13,14,21–40 Below we
will make contact with the preexisting literature whenever
possible.

Our manuscript is organized as follows. In Sec. II we
present the model we have studied, introduce the basic
definitions, and outline the equation-of-motion approach we
have used to relate the density-density response function with
the longitudinal current-current response function. The latter
is then evaluated microscopically within the time-dependent
Hartree-Fock approximation in the long-wavelength limit in
Sec. III. While the main focus of this paper is on the plasmon
dispersion at long wavelengths and on the Drude weight, in the
same section we briefly discuss interaction corrections to the
spin Hall conductivity and the renormalization of the spin-orbit
splitting of the bands due to electron-electron interactions.
In Sec. IV we present our main numerical results, while
in Sec. V we summarize our findings and draw our main
conclusions.
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II. GENERAL THEORY

A. Model Hamiltonian

We consider the following model Hamiltonian for a 2D
electron gas (2DEG):

Ĥ = Ĥ0 + ĤSOC + Ĥint, (1)

incorporating the usual parabolic-band kinetic-energy term,
SOC, and electron-electron interactions. More precisely, the
first term in Eq. (1) is given by

Ĥ0 =
∑
k,i

ε(k)ψ̂†
k,i ψ̂k,i , (2)

with i =↑ ,↓ a real-spin label and ε(k) = h̄2k2/(2mb), mb

being the bare electron band mass. For the SOC term we choose
a simple linear-in-momentum Rashba-Dresselhaus model:41

ĤSOC =
∑
k,i,j

ψ̂
†
k,i

[
α
(
σx

ij ky − σ
y

ij kx

) + β
(
σx

ij kx − σ
y

ij ky

)]
ψ̂k,j .

(3)

Here σx
ij and σ

y

ij are Pauli matrices, while α and β are
the Rashba and Dresselhaus SOC constants, respectively.
Diagonalization of the sum of the first two terms in Eq. (1)
(Ĥ0 + ĤSOC) yields two bands (see, for example, Ref. 42),

ελ(k) = ε(k) + λk�(θk), (4)

with λ = ±1 the so-called “chirality” index, θk the angle
between k and the x̂ axis, and

�(θ ) =
√

α2 + β2 + 4αβ sin(θ ) cos(θ ). (5)

The Fermi wave vectors for the two bands can be expressed in
terms of θk and of the Fermi energy εF:

k
(0)
F,λ = −λ

mb�(θk)

h̄2 +
√[

mb�(θk)

h̄2

]2

+ 2mbεF

h̄2 . (6)

Note that for zero Fermi energy the Fermi contour of the
minority λ = + band shrinks into a single point (i.e., k

(0)
F,+ =

0). For any εF � 0 the electron density n can be expressed in
terms of the Fermi energy as

n = mbεF

πh̄2 +
(

mb

h̄2

)2
α2 + β2

π
. (7)

The eigenstates of Ĥ0 + ĤSOC corresponding to the eigen-
values (4) are given by the product of a plane wave and a
spinor,

�k,λ(r) = eik·r
√

S
× 1√

2

(
1

λe−iγk

)
, (8)

where S is the area of the system and γk = γk(θk) is given by

tan γk = α cos (θk) + β sin (θk)

β cos (θk) + α sin (θk)
. (9)

The map

k → n̂eq(k) = (cos (γk), − sin (γk)) (10)

between momentum and the unit vector n̂eq, which
parametrizes the noninteracting orientation of the spin texture

in momentum space, establishes the helical nature of the
model.

The electron group velocity vλ(k) ≡ h̄−1∇kελ(k) for the
two spin-split bands is given by

vx,λ(k) = h̄kx

mb
+ λ

h̄
[β cos (γk) + α sin (γk)],

vy,λ(k) = h̄ky

mb
+ λ

h̄
[α cos (γk) + β sin (γk)].

(11)

Electron-electron interactions in Eq. (1) are described by
the usual two-body spin-independent Hamiltonian

Ĥint = 1

2S

∑
q �=0

∑
k,k′

∑
i,j

vqψ̂
†
k−q,i ψ̂

†
k′+q,j

ψ̂k′,j ψ̂k,i , (12)

where vq = 2πe2/(εq) is the 2D Fourier transform of the
Coulomb interaction (ε being a high-frequency dielectric
constant which depends on the specific semiconductor het-
erojunction in which the 2DEG is created). This specific form
of interaction potential applies to a strictly 2D system. The
finite width of the quantum well hosting the 2DEG can be
easily taken into account by introducing a form factor F (q),
which renormalizes the Fourier transform vq → Vq = vqF (q)
(see, for example, Ref. 43).

As is common in electron-gas theory,20 the electron density
n will be expressed below in terms of the more convenient
dimensionless Wigner-Seitz parameter rs :

rs = 1√
πna2

B

, (13)

where aB = εh̄2/(mbe
2) is the material Bohr radius.

B. Equations of motion and plasmons

Collective modes are isolated poles in appropriate
dynamical susceptibilities. Plasmons, in particular, are isolated
poles in the dynamical density-density response function
χρρ(q,ω). Note that we are deliberately not denoting the
density-density response function by the symbol χρρ(q,ω),
i.e. we are assuming that the system we are interested in is
rotationally invariant and thus its density-density response
function depends only on q = |q|. This happens when β or
α is equal to zero. The case α = ±β deserves special attention
and will be discussed at a greater length below (see Sec. III F).

In full generality, this response function can be written as

χρρ(q,ω) = χ̃ρρ(q,ω)

1 − vqχ̃ρρ(q,ω)
, (14)

where χ̃ρρ(q,ω) is the so-called proper density-density
response function,20,44 which physically describes the density
response to the screened potential. The plasmon mode can be
found by solving the equation

1 − vqχ̃ρρ(q,ω) = 0. (15)

In this paper we are not interested in the dispersion of the
plasmon at finite q but only in its limit for q → 0. In this limit
we can neglect44 the distinction between the proper and the
full causal response function χρρ(q,ω).
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In Sec. II C we prove that

lim
ω→0

lim
q→0

Re eχρρ(q,ω) = D
πe2

q2

ω2
, (16)

where the quantityD depends on density and on the SOC. Note
the order of limits in Eq. (16) and everywhere below: the limit
ω → 0 is taken in the “dynamical” sense,20 i.e., ω 
 vF,λq,
where vF,λ is the maximum Fermi velocity for each chiral
band.

Before proceeding with the formal proof of Eq. (16) we
highlight its main physical consequences. Using Eq. (16) in
Eq. (15) and solving for ω we find that, to leading order in q,

ωpl(q → 0) =
√

2D
ε

q1/2 ≡
√

2πne2

mplε
q1/2, (17)

where we have introduced the plasmon mass

mpl = πne2

D . (18)

The plasmon mass is thus completely controlled by the
quantity D. In the same limit the imaginary part of the
low-frequency ac conductivity σ (ω) = ie2ωχρρ(ω)/q2 has the
form

Im mσ (ω) → D
πω

. (19)

The ac conductivity is a causal response function, which
implies that its poles can only lie infinitesimally below the real-
frequency axis, i.e., σ (ω → 0) ∝ (ω + iη)−1. It then follows
that the real part of the conductivity has a δ-function Drude
peak at ω = 0:

Re eσ (ω) = Dδ(ω). (20)

The quantity D introduced in Eq. (16) is thus precisely the
Drude weight. In the presence of disorder the δ-function peak
in Eq. (20) is broadened into a Drude peak, but the Drude
weight is preserved.

C. Rigorous definition of the Drude weight

We now proceed to demonstrate Eq. (16) using the
“equations-of-motion” approach. The density operator cor-
responding to the Hamiltonian (1) is given by the usual
expression

ρ̂q =
∑
k,i

ψ̂
†
k−q,i ψ̂k,i , (21)

and it obeys the standard Heisenberg equation of motion (h̄ = 1
from now on)

i∂t ρ̂q = [ρ̂q,Ĥ] ≡ q · ĵ
(p)
q , (22)

which is simply the quantum mechanical version of the
continuity equation. Here the so-called paramagnetic current-
density operator20 has the following transparent form:

ĵ (p)
q,x =

∑
k,i

ψ̂
†
k−q,i

kx + qx/2

mb
ψ̂k,i + (

βσ̂ x
q − ασ̂ y

q

)
(23)

along the x̂ direction and

ĵ (p)
q,y =

∑
k,i

ψ̂
†
k−q,i

ky + qy/2

mb
ψ̂k,i + (

ασ̂ x
q − βσ̂ y

q

)
(24)

along the ŷ direction. In Eqs. (23) and (24) we have introduced
the spin-density operators

σ̂ μ
q =

∑
k,i,j

ψ̂
†
k−q,iσ

μ

ij ψ̂k,j . (25)

We now introduce the causal linear-response functions
χAB(ω), which are defined by the Kubo “product”20

χAB(ω) = 1

S
〈〈Â; B̂〉〉ω ≡ − i

S

∫ ∞

0
dt〈[Â(t),B̂(0)]〉eiωt e−ηt ,

(26)

where the symbol 〈Ô〉 denotes the expectation value of the
operator Ô over the exact interacting ground state and η → 0+
is a positive infinitesimal. The dynamical response function
〈〈Â; B̂〉〉ω obeys the following identity:

〈〈Â; B̂〉〉ω = 1

ω
〈[Â,B̂]〉 + i

ω
〈〈∂t Â; B̂〉〉ω, (27)

or

〈〈Â; B̂〉〉ω = 1

ω
〈[Â,B̂]〉 − i

ω
〈〈Â; ∂t B̂〉〉ω. (28)

Using the continuity equation (22) and Eqs. (27) and
(28), the density-density response function χρρ(q,ω) can be
expressed in terms of the longitudinal paramagnetic current-
current response function as

χρρ(q,ω) ≡ 1

S
〈〈ρ̂q ; ρ̂−q〉〉ω = 1

S

1

ω

〈〈
q · ĵ

(p)
q ; ρ̂−q

〉〉
ω

= 1

S

q · 〈[
ĵ

(p)
q ,ρ̂−q

]〉
ω2

+ 1

S

〈〈
q · ĵ

(p)
q ; q · ĵ

(p)
−q

〉〉
ω

ω2
.

(29)

We remind the reader that in the presence of a vector potential
Ak the physical current-density operator ĵ q is related to the
paramagnetic one by

ĵ q = ĵ
(p)
q + e

mbcS

∑
k

Aq−kρ̂k. (30)

The paramagnetic current-current response function

χ
j

(p)
� j

(p)
m

(q,ω) = 1

S

〈〈
ĵ

(p)
q,�; ĵ (p)

−q,m

〉〉
ω

(31)

(here �,m label the coordinate indices) is thus related to the
physical one by the simple equation20

χj�jm
(q,ω) = n

mb
δ�m + χ

j
(p)
� j

(p)
m

(q,ω). (32)

For generic values (α,β) of the SOC constants, the dynam-
ical response functions of the model described by Eq. (1) are
anisotropic, i.e. they depend on the direction of q. However,
in the cases of pure Rashba (β = 0) or pure Dresselhaus
(α = 0) SOC the ground state of the Hamiltonian Ĥ0 + ĤSOC

is rotationally invariant; for the sake of simplicity, in what
follows we will restrict our attention to these two “extreme”
cases. From now on we assume α �= 0 and β = 0. In Sec. III F
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we will comment on how our results change in the pure
Dresselhaus (α = 0 and β �= 0) case and in the special case
α = ±β. Last but not least, we also assume that we are in
the regime in which both chiral bands are occupied (εF > 0).
In this situation the Fermi surface consists of two concentric
circles. At low enough densities the topology of the Fermi
surface changes dramatically, the occupied states becoming
an annulus in momentum space. We will not tackle interaction
effects in this interesting but hard to achieve experimentally
regime.

In a homogeneous and isotropic liquid we can decompose
the tensor χj�jm

(q,ω) into its longitudinal and transverse
components with respect to the direction of q:

χj�jm
(q,ω) = χL(q,ω)

q�qm

q2
+ χT(q,ω)

(
δ�m − q�qm

q2

)
.

(33)

Using this definition we immediately end up with the following
result:

χρρ(q,ω) = 1

S

q · 〈[
ĵ

(p)
q ,ρ̂−q

]〉
ω2

+ q2

ω2

[
χL(q,ω) − n

mb

]
.

(34)

We stress that Eq. (34) is exact (provided that the ground state
is homogeneous and isotropic).

The commutator on the right-hand side (RHS) of Eq. (34)
can be calculated easily: indeed, the portion of the paramag-
netic current operator due to spin-orbit coupling [second terms
on the RHS of Eqs. (23) and (24)] is proportional to the spin
operator σ̂ q only, which commutes with the density operator
ρ̂−q . Thus the commutator is found to be equivalent to that of
the 2DEG without any spin-orbit coupling. It is related to the
so-called f-sum rule20 and is given by

1

S

[
ĵ

(p)
q ,ρ̂−q

] = q
n

mb
. (35)

Using Eq. (35) in Eq. (34) we are left with the following
crucially important relation:

χρρ(q,ω) = q2

ω2
χL(q,ω). (36)

Note that the f-sum rule is crucial for the cancellation of the
diamagnetic n/mb term in the square brackets on the RHS of
Eq. (34).

Equation (36) is identical in form with Eq. (16) provided
that we identify D with the following dynamical limit:

D ≡ πe2 lim
ω→0

lim
q→0

Re eχL(q,ω). (37)

This equation is extremely important because it gives us an
operational definition of the Drude weight. In order to calculate
it we need to compute the dynamical limit of the real part of
the longitudinal current-current response function χL(q,ω).
Such a microscopic calculation will be carried out below
in Sec. III within the so-called time-dependent Hartree-Fock
approximation.

D. Broken Galilean invariance

In a standard 2DEG without spin-orbit coupling (α = β =
0) the longitudinal current-current response function obeys the
exact relation

lim
ω→0

lim
q→0

χL(q,ω) = n

mb
, (38)

a nonperturbative result (i.e., valid for any strength of electron-
electron interactions as long as the 2DEG remains in a
homogeneous ground state), which is completely independent
of complicated exchange and correlation effects. In this case
the Drude weight becomes D = πne2/mb and the plasmon
mass reduces to the bare electron mass, mpl = mb.

The physical reason behind the exact result (38) is the
following. In the limit q → 0 χL(q,ω) measures the response
of the system to a homogeneous time-dependent vector
potential A(t), i.e., to a homogeneous electric field E(t) =
−c−1d A(t)/dt . In a system with a single parabolic band the
usual replacement p → p + eA(t)/c implies that a uniform
vector potential couples identically to all the electrons and thus
only to the center-of-mass motion. This is immediately seen
in first quantization:

Ĥ0(A) =
∑

i

1

2mb

[
pi + e

c
A(t)

]2

= Ĥ0 + e

mbc
Pc.m. · A(t) + O(A2), (39)

where Pc.m. = ∑
i pi is the center-of-mass momentum. In the

last equality terms of order A2 have been neglected since we
are interested in the linear-response regime. Electron-electron
interactions are thus completely transparent to A(t), since the
latter does not probe the relative motion of electrons.

Equation (38) can be derived by a classical Newton’s
equation for the center-of-mass coordinate Rc.m.:

mbN
d2 Rc.m.

dt2
= −eN E(t) = e

c
N

d A(t)

dt
, (40)

where N is the total number of electrons. Integrating this
equation we find V c.m.(t) = [e/(mbc)]A(t) or

j (p)
q=0(t) = nV c.m.(t) = n

mb

e

c
A(t), (41)

i.e., Eq. (38).
To see more formally why Eq. (38) comes about, we can

use the exact-eigenstate (Lehmann) representation20 for the
current-current response function:

χj�jm
(q,ω) = n

mb
δ�m + 1

S

∑
n

( 〈0|ĵ (p)
q,�|n〉〈n|ĵ (p)

−q,m|0〉
ω − ωn0 + iη

− 〈0|ĵ (p)
−q,m|n〉〈n|ĵ (p)

q,�|0〉
ω + ωn0 + iη

)
, (42)

where the limit η → 0+ is understood. In a translationally
invariant system, with or without SOC, the exact eigenstates
|n〉 are eigenstates of the total momentum. In the absence
of SOC, moreover, ĵ

(p)
�,q=0 coincides with the total momentum

[see Eqs. (23) and (24)] and thus for α = β = 0 and q → 0 the
second term in Eq. (42) vanishes and one is left with Eq. (38).
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In the presence of SOC, however, ĵ (p)
�,q=0 does not coincide with

the total momentum and thus Eq. (38) ceases to be true.
When α (or β) is nonzero we have

lim
ω→0

lim
q→0

χL(q,ω) �= n

mb
. (43)

Deviations from the trivial n/mb result are due to both single-
and many-particle effects.14

The single-particle contribution to the long-wavelength
low-energy limit of χL(q,ω) can be found quite easily. In
Sec. III C we will show that if electron-electron interactions
are neglected

lim
ω→0

lim
q→0

χ
(0)
L (q,ω) = n

mb
− α2 ν0

2
, (44)

where ν0 = mb/π is the usual 2D parabolic-band density of
states in the absence of SOC. The rest of the paper is mainly
devoted to quantifying interaction corrections to Eq. (44).

E. Connection between Drude weight and spin susceptibility

In Eq. (37) we have seen an exact relation between the
Drude weight and the longitudinal current-current response
function χL(q,ω) in the limit q → 0 and ω → 0. We now
relate the current-current response function χL(q,ω) in the
limit q → 0 with the in-plane spin susceptibility.

We start from the paramagnetic contribution to χL(q,ω),
i.e., χ

j
(p)
x j

(p)
x

(q,ω). Using the expression for the current-density
operator in Eq. (23) in the q → 0 limit and for pure Rashba
(β = 0) SOC we have

ĵ (p)
x = ĵ

(p)
q=0,x =

∑
k,i

ψ̂
†
k,i

kx

mb
ψ̂k,i − ασ̂

y
tot. (45)

The first term in Eq. (45) is proportional to the total center-of-
mass momentum in the x̂ direction, P x

c.m.. Thus we have

χ
j

(p)
x j

(p)
x

(0,ω) = 1

S

〈〈
j (p)
x ; j (p)

x

〉〉
ω

= α2 1

S

〈〈
σ̂

y
tot; σ̂

y
tot

〉〉
ω

= −α2χσyσy (0,ω), (46)

where we have used that 〈〈P x
c.m.; P

x
c.m.〉〉ω = 〈〈σ̂ y

tot; P
x
c.m.〉〉ω =

0; these two quantities vanish because the total momentum is
a conserved quantity in the absence of impurities, even in the
presence of Rashba SOC and electron-electron interactions.
Note that in Eq. (46) we have defined the spin susceptibility
as χσyσy (0,ω) ≡ −〈〈σ̂ y

tot; σ̂
y
tot〉〉ω/S, to be a positive-definite

quantity in the ω → 0 limit.
Now, using Eqs. (32) and (33), the physical current-current

response function is easily obtained to be

χL(0,ω) = n

mb
− α2χσyσy (0,ω). (47)

Using the definition of Drude weight in Eq. (37) we finally get

D = πe2

[
n

mb
− α2Re e lim

ω→0
χσyσy (0,ω)

]
. (48)

This is the most important result of this work. It states that
the corrections due to SOC and many-body effects to the
universal πe2n/mb Drude weight of a standard parabolic-band
2DEG are completely controlled by the uniform in-plane spin

susceptibility χσyσy in the dynamical limit. We emphasize that
Eq. (48) is an exact (nonperturbative) result.

F. Failure of the random phase approximation

Before concluding this section, we would like to emphasize
that the popular random phase approximation is not capable
of capturing the subtle renormalizations of the Drude weight
due to many-body effects. Using Eqs. (36) and (37), the RPA
Drude weight can be expressed as

DRPA = πe2 lim
ω→0

lim
q→0

ω2

q2
Re eχ (RPA)

ρρ (q,ω)

= πe2Re e

[
lim
ω→0

lim
q→0

ω2

q2

χ (0)
ρρ (q,ω)

1 − vqχ
(0)
ρρ (q,ω)

]
. (49)

Now using the fact that in 2D the dielectric function ε(q,ω) =
1 − vqχ

(0)
ρρ (q,ω) goes to unity as q → 0, one finds immediately

that the RPA Drude weight is identical to its noninteracting
value:

DRPA = πe2 lim
ω→0

lim
q→0

ω2

q2
Re eχ (0)

ρρ (q,ω)

= πe2 lim
ω→0

lim
q→0

Re eχ
(0)
L (q,ω)

= πe2

[
n

mb
− α2 ν0

2

]
≡ D0, (50)

where we have used Eq. (44) in the last equality. More
physically, the reason why the RPA does not capture the subtle
interaction renormalizations of D is the following. During a
plasmon oscillation the Fermi circle oscillates back and forth
in momentum space. Due to SOC this oscillatory motion of
charge excites spin oscillations. Exchange interactions are of
course very sensitive to the spin degrees of freedom. The RPA,
however, is simply a time-dependent Hartree theory,20 which
treats exactly only the self-consistent electrical potential,

VH(r,t) =
∫

d2r ′ e2

ε|r − r ′|δn(r ′,t), (51)

created by the electrons displaced away from the equilibrium
position in the presence of the neutralizing background,
while completely neglecting the self-consistent exchange
field associated with the spin degrees of freedom. From
this argument it clearly emerges that the minimal theory
which can capture interaction corrections to Eq. (44) is the
time-dependent Hartree-Fock theory.

III. MICROSCOPIC TIME-DEPENDENT
HARTREE-FOCK THEORY

In this section we present a microscopic theory of D
that takes into account electron-electron interactions in an
approximate manner. As discussed in Sec. II F, the minimal
approximation that captures the renormalization of D due to
many-body effects is the so-called time-dependent Hartree-
Fock approximation (TDHFA). One of the pleasant properties
of the TDHFA is that it is exact to first order in Coulomb
interactions. Other advantages, such as its relative simplicity,
will be evident below.
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As we have amply discussed in the previous sections,
we want to study the response of the system described
by the Hamiltonian (1) to a weak homogeneous external
time-dependent electric field directed along, say, x̂. In the
gauge in which the scalar potential is zero the electric field is
simply described by a time-dependent vector potential: E(t) =
−[c−1dA(t)/dt]x̂. The vector potential enters the Hamiltonian
(1) via the usual minimal coupling p → p + eA(t)x̂/c. The
parabolic-band part becomes

Ĥ0(t) =
∑
k,i

[
kx + e

c
A(t)

]2 + k2
y

2mb
ψ̂

†
k,i ψ̂k,i , (52)

while the SOC part reads

ĤSOC(t) = α
∑
k,i,j

ψ̂
†
k,i

{
σx

ij ky − σ
y

ij

[
kx + e

c
A(t)

]}
ψ̂k,j .

(53)

Neglecting terms O(A2), which are beyond linear-response
theory, we can write the sum of the two terms in Eqs. (52) and
(53) as

Ĥ0(t)+ĤSOC(t) = Ĥ0 + ĤSOC+ e

mbc
P x

c.m.A(t) − α
e

c
σ̂

y
totA(t).

(54)

Thus, due to SOC, a magnetoelectric effect appears:45 a
uniform electric field applied along the x̂ direction acts as
a uniform magnetic field in the ŷ direction [last term in the
RHS of Eq. (54)]. Here σ̂

y
tot = σ̂

y

q=0.
Electron-electron interactions are treated within the

Hartree-Fock (HF) mean-field theory in which the two-body
term in Eq. (12) is approximated as46

ψ̂
†
k−q,i ψ̂

†
k′+q,j

ψ̂k′,j ψ̂k,i ≈ − : ψ̂
†
k−q,i ψ̂k′,j : 〈ψ̂†

k′+q,j
ψ̂k,i〉

− : ψ̂
†
k′+q,j

ψ̂k,i : 〈ψ̂†
k−q,i ψ̂k′,j 〉,

(55)

where 〈· · ·〉 (: · · · :) denote the expectation value over (normal
ordering with respect to) the HF ground state.20 At this point
we introduce the spin-density matrix,

〈ψ̂†
k,i ψ̂k′,j 〉 = δk,k′ρij (k), (56)

which just assumes that the mean-field ground state is
translationally invariant. The interaction contribution to the
total Hamiltonian reads

Ĥint = − 1

S

∑
k,k′

∑
i,j

vk−k′ρji(k
′) : ψ̂

†
k,i ψ̂k,j : . (57)

We parametrize the spin-density matrix ρij (k) in a com-
pact form24 in terms of the occupation factors nk,± of the
noninteracting Hamiltonian Ĥ0 + ĤSOC in the eigenstate
representation and in the absence of A(t):

ρij (k) = nk,+ + nk,−
2

δij + nk,+ − nk,−
2

n̂(k) · σ ji . (58)

Here n̂(k) is a unit vector on the 2D plane which denotes the
orientation of the spins in the total “effective” magnetic field.
The idea behind this parametrization is that a homogeneous
external field (a field with q = 0) cannot change anything

but the orientation of the spin, which is encoded in the
unit vector n̂(k). Note that in the absence of the external
field n̂(k) = n̂eq(k). Equation (58) is nevertheless approximate
since it assumes the absence of interaction effects in the ground
state of the system. More explicitly, the Fermi wave vectors are
renormalized by electron-electron interactions,32 k

(0)
F,± → kF,±.

We will come back to this point below in Sec. III A.
Using Eq. (58) in Eq. (57), the total mean-field HF

Hamiltonian can be written as

ĤHF =
∑
k,i,j

: ψ̂
†
k,i[δijB0(k) + σ ij · B(k)]ψ̂k,j : (59)

where the HF fields are defined by

B0(k) = ε(k) + e

mbc
P x

c.m.A(t) −
∫

d2k′

(2π )2
vk−k′f+(k′)

(60)

and

B(k) = h(k) −
∫

d2k′

(2π )2
vk−k′f−(k′)n̂(k′). (61)

In Eq. (61),

h(k) = −α
e

c
A(t) ŷ + αkn̂eq(k) (62)

is an effective magnetic field, which has the external magne-
toelectric component45 of modulus

Bext = α
e

c
A (63)

arising from the external vector potential and an internal
component proportional to n̂eq(k), while the last term is the
exchange field due to the electron-electron interactions with

f±(k) ≡ nk,+ ± nk,−
2

(64)

and

n̂(k) ≡ B(k)

|B(k)| . (65)

The noninteracting band-eigenstate occupation factors are
given by

nk,± = �(εF − ε±(k)), (66)

where �(x) is the standard Heaviside step function. As we have
already emphasized above, for pure Rasha SOC (β = 0) the
momentum occupation factors nk,± are rotationally invariant
and depend only on k = |k| (the same is true also for pure
Dresselhaus SOC, α = 0). It is thus extremely convenient to
decompose the spherically symmetric interelectron interaction
vk-k′ into angular momentum components,

vk-k′ =
+∞∑

m=−∞
Vm(k,k′)eim(θk−θk′ ), (67)

with

Vm(k,k′) =
∫ 2π

0

dθ

2π
e−imθ vq

∣∣
q=|k−k′| , (68)

θ being the angle between k and k′.
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A. Equilibrium HF theory

In the absence of the external electric field, i.e., A(t) = 0,
the unit vector n̂(k) coincides with the equilibrium one:

n̂(k) → n̂eq(k) = (sin (θk), − cos (θk)). (69)

Substituting Eq. (67) in Eq. (61) and performing the angular
integration over θk′ , we find that the equilibrium solution of
Eq. (61) reads

Beq(k) =
[
αk −

∫ ∞

0

dk′

2π
k′f−(k′)V1(k,k′)

]
n̂eq(k). (70)

As expected, in the absence of the electric field, B(k) is
oriented along n̂eq(k) and it is isotropic. The modulus of Beq(k)
is simply

|Beq(k)| = αk + �1(k), (71)

and depends only on k with the self-energy �1(k) defined by

�1(k) = −
∫ ∞

0

dk′

2π
k′f−(k′)V1(k,k′). (72)

For εF > 0 the factor f− in the integrand, being the difference
in the occupation of the two bands, picks up contributions
only from wave vectors k′ in the interval [k(0)

F,+,k
(0)
F,−], where

k
(0)
F,λ is given by Eq. (6) with β = 0. The self-energy can thus

be written as

�1(k) = 1

4π

∫ k
(0)
F,−

k
(0)
F,+

dk′k′V1(k,k′). (73)

In a completely analogous manner, it is possible to find the
equilibrium solution of Eq. (60), which reads

B0,eq(k) = ε(k) −
∫ ∞

0

dk′

2π
k′f+(k′)V0(k,k′), (74)

or B0,eq(k) = ε(k) + �0(k) with

�0(k) = − 1

2π

∫ k
(0)
F,+

0
dk′k′V0(k,k′) − 1

4π

∫ k
(0)
F,−

k
(0)
F,+

dk′k′V0(k,k′).

(75)

Finally, the complete HF bands are given by

EHF,λ(k) = ε(k) + �0(k) + λ[αk + �1(k)], (76)

and the quasiparticle effective mass m�
λ for the λth band can

be defined as

k
(0)
F,λ

m�
λ

≡ ∂EHF,λ(k)

∂k

∣∣∣∣
k=k

(0)
F,λ

. (77)

Rigorously speaking, the HF bands and the corresponding
Fermi wave vectors (kF,±) should be calculated in a fully
self-consistent manner. We have done this and we find that
the repopulation of the energy bands in the ground state due
to interactions is a very small effect. In fact, the difference
between k

(0)
F,± and kF,± is less than 0.5% over the entire range

of parameters we have considered. We have thus ignored
this small effect throughout this paper and used k

(0)
F,± in all

calculations.

B. The nonequilibrium problem: Linearization
of the HF equation

We now proceed to solve Eq. (61) in the presence of the
external electric field by linearizing it around the equilibrium
solution Beq(k). To this end we write

B(k) = Beq(k) + δB(k) (78)

and

n̂(k) = n̂eq(k) + δB⊥(k)

|Beq(k)| + O((δB)2), (79)

where δB⊥(k) = δB(k) − n̂eq(k)[n̂eq(k) · δB(k)] is the com-
ponent of δB(k) perpendicular to n̂eq(k). We now make the
following ansatz for δB(k):

δB(k) = [δBL,1(k) cos (θk)]n̂eq(k)

−[δBT,1(k) sin(θk)] ẑ × n̂eq(k). (80)

We note that the ansatz has to be consistent with the underlying
model Hamiltonian. Indeed, for the pure Rashba model,
n̂eq(k̂) = k̂ × ẑ and ẑ × n̂eq(k̂) = k̂. Since the magnetoelectric
field is in the ŷ direction [see Eq. (62)] its components
along ẑ × n̂eq and n̂eq are proportional to sin(θk) and cos(θk),
respectively. This justifies the particular form of Eq. (80).
Using Eq. (80) in Eq. (79) we find that

δn̂(k) ≡ n̂(k) − n̂eq(k) = −δBT,1(k) sin(θk)

|Beq(k)| k̂. (81)

Substituting Eqs. (80) and (81) into Eqs. (61), integrating
over θk′ , and keeping only terms that are linear in δB(k), we
find

1

2
[δBL,1(k) + δBT,1(k)]

= Bext −
∫ ∞

0

dk′

4π
k′f−(k′)V0(k,k′)

δBT,1(k′)
|Beq(k′)|

(82)

and
1

2
[δBL,1(k) − δBT,1(k)] =

∫ ∞

0

dk′

4π
k′f−(k′)V2(k,k′)

× δBT,1(k′)
|Beq(k′)| . (83)

Summing and subtracting these two equations, we finally
find the following integral equation for the transverse δBT,1(k)
component:

δBT,1(k) = Bext −
∫ ∞

0
dk′KT(k,k′)δBT,1(k′) (84)

where the kernel KT(k,k′) is defined by

KT(k,k′) = 1

4π
k′f−(k′)

V0(k,k′) + V2(k,k′)
|Beq(k′)|

= 1

4π
k′f−(k′)

V0(k,k′) + V2(k,k′)
αk′ + �1(k′)

. (85)

Once Eq. (84) has been solved self-consistently for δBT,1(k),
the longitudinal component δBL,1(k) can be calculated from

δBL,1(k) = Bext −
∫ ∞

0
dk′KL(k,k′)δBT,1(k′) (86)
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with

KL(k,k′) = 1

4π
k′f−(k′)

V0(k,k′) − V2(k,k′)
αk′ + �1(k′)

. (87)

For future reference, it is very convenient to rewrite
Eq. (84) in a dimensionless form. To this end, we scale all the
wave vectors with the 2DEG Fermi wave vector kF = √

2πn

in the absence of SOC, all energies with εF,0 = k2
F/(2mb),

the pseudopotentials Vm with 2πe2/(εkF), and, finally, we
introduce the dimensionless SOC constant47 ᾱ = mbα/kF and
the dimensionless quantity u = δBT,1/Bext. From now on,
symbols with a bar over them denote dimensionless quantities.
In these units Eq. (84) reads

u(x) = 1 + rs

2
√

2

∫ �−

�+
dx ′x ′ V̄0(x,x ′) + V̄2(x,x ′)

2ᾱx ′ + �̄1(x ′)
u(x ′). (88)

Here x = k/kF, x ′ = k′/kF,

�± = k
(0)
F,±
kF

= ∓ᾱ +
√

1 − ᾱ2, (89)

and �̄1(x) is the dimensionless version of the self-energy
introduced in Eq. (73):

�̄1(x) = �1

εF,0
= rs√

2
F (x) (90)

with

F (x) =
∫ �−

�+
dx ′x ′V̄1(x,x ′). (91)

C. Interaction corrections to the Drude weight and
renormalization of the in-plane spin susceptibility

To evaluate the interaction corrections to the Drude weight,
we just need to evaluate the renormalization of the in-plane
spin susceptibility since they are related by the exact relation
given by Eq. (48).

The change in the expectation value of the spin along
the ŷ direction due to the application of a homoge-
neous external field along the same direction is defined
as

δσ y = lim
Bext→0

[〈
σ̂

y

q=0

〉
Bext

− 〈
σ̂

y

q=0

〉
Bext=0

]
, (92)

where the magnetoelectric field Bext has been introduced above
in Eq. (63). Recalling the definition of the spin-density matrix
ρij (k) in Eq. (58), we have

δσ y = 1

S

∑
k,i,j

σ
y

ij δρij (k) = 2
∫

d2k
(2π )2

f−(k)δn̂y

= −2
∫

d2k
(2π )2

f−(k)
δBT,1(k)

|Beq(k)| sin2 (θk). (93)

Performing the angular integration we finally find that

δσ y = χσyσy Bext, (94)

where the in-plane spin susceptibility is given by

χσyσy = 1

Bext

∫ k
(0)
F,−

k
(0)
F,+

dk

4π
k
δBT,1(k)

|Beq(k)|

= ν0

2

∫ �−

�+
dx

xu(x)

2ᾱx + �̄1(x)
. (95)

In the noninteracting rs → 0 limit the vertex correction u

tends to unity and the self-energy �1 to zero: in this limit
Eq. (95) reproduces the well-known result for the in-plane spin
susceptibility of a 2DEG with Rashba SOC, i.e., χ (0)

σyσ y = ν0/2.
In the noninteracting limit, using Eq. (48), the Drude weight

is

D0 = πe2

(
n

mb
− α2 ν0

2

)
. (96)

In Sec. IV we will present numerical results for the ratio
D/D0 as evaluated from the HF expression for the in-plane
spin susceptibility in Eq. (95). Normally electron-electron
interactions enhance the spin susceptibility: we thus anticipate
that the Drude weight of the interacting system is smaller than
its value D0 in the absence of interactions.

Before concluding this section we derive a semianalytical
expression for χσyσy up to first order in the coupling constant
e2. To this order of perturbation theory the solution of Eq. (88)
can be found analytically, with the result

u(x) = 1 + rs

2
√

2ᾱ
g(x) (97)

where

g(x) =
∫ �−

�+
dx ′ V̄0(x,x ′) + V̄2(x,x ′)

2
. (98)

We notice that the perturbative solution (97) is not of the first
order in rs , since ᾱ = mbα/kF and �± also depend on density
via the Fermi wave vector. In the presence of SOC, interaction
effects are not solely controlled by rs . Substituting Eq. (97)
in Eq. (95) and expanding the ratio in the integrand of this
equation in powers of e2 up to first order we finally find that

χσyσy

χ
(0)
σyσ y

= 1 + rsA
4
√

2ᾱ2
, (99)

with

A =
∫ �−

�+
dx

[
g(x) − F (x)

x

]
. (100)

A plot of A as a function of rs for different values of ᾱ is
reported in Fig. 1: we clearly see that A is positive and that
thus the in-plane spin susceptibility is enhanced by electron-
electron interactions (at least to first order in e2).

In the high-density and/or weak-SOC limit (mbα � kF or,
equivalently, ᾱ � 1) we can approximate A in the following
manner:

A → (�− − �+)

[
g(x) − F (x)

x

]
x=1

= 2ᾱ[g(1) − F (1)].

(101)
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FIG. 1. (Color online) The quantity A in Eq. (100) as a function
of rs for two values of the Rashba SOC strength α. Notice that A > 0
and thus χσyσy /χ

(0)
σyσy > 1.

In the same limit

g(1) − F (1) → 2ᾱ

[
V̄0(1,1) + V̄2(1,1)

2
− V̄1(1,1)

]
= 4ᾱ

3π
,

(102)

the last equality being valid only for unscreened Coulomb
interactions [see Eq. (123) below]. In this case and for ᾱ → 0
we find A → 8ᾱ2/(3π ). Using this result in Eq. (99) we find
a rigorous result for the spin susceptibility enhancement to
linear order in rs :

χσyσy

χ
(0)
σyσ y

→ 1 +
√

2

3π
rs. (103)

We finally remark that, in the oversimplified case of
ultrashort-range interactions,

vq = constant = 2πe2

εκ
, (104)

Eqs. (88) and (95) can be solved analytically. In this case
indeed all the moments Vm(k,k′) of the interparticle interaction
but the m = 0 one are zero. The solution of the integral
equation (88) is a constant u = [1 − (2κaB)−1]−1 and the
in-plane spin susceptibility turns out to be equal to u:

χσyσy

χ
(0)
σyσ y

= u = 1

1 − (2κaB)−1
> 1. (105)

D. Interaction corrections to the optical spin Hall conductivity

It turns out that the in-plane spin susceptibility χσyσy

introduced in the previous section controls also the “optical
spin Hall conductivity” σSH(ω) of the Rashba model. This was
first shown by Dimitrova.27 For the sake of completeness, we
briefly summarize here the key steps of the derivation.

The spin operator σ̂
y
q at q = 0, σ̂

y
tot, satisfies a simple

equation of motion:

i∂t σ̂
y
tot = [

σ̂
y
tot,Ĥ

] = [
σ̂

y
tot,ĤSOC

] = −4imbαĵ z
y , (106)

where the q = 0 ẑ-spin current operator in the ŷ direction, ĵ z
y ,

is defined by (see for example Ref. 48)

ĵ z
y = 1

2

∑
k,i,j

ky

mb
ψ̂

†
k,iσ

z
ij ψ̂k,j . (107)

The spin Hall conductivity σSH(ω) describes a ẑ-polarized spin
current flowing in the ŷ direction in response to a homogeneous
(q = 0) electric field E = Ex x̂ along the x̂ direction:

jz
y = σSHEx. (108)

From Eq. (106) it is immediately evident that in the dc limit
ωτ → 0 (τ is the electron-impurity scattering time) the spin
Hall conductivity is zero since in a steady state 〈∂t σ̂

y
tot〉 = 0.

This is the limit that is relevant to dc transport. The vanishing
of the transport spin Hall conductivity in the Rashba model
has been widely discussed in the literature (see, e.g., Ref. 49).

Here we are interested in the high-frequency or clean limit,
ωτ → ∞, which can in principle be probed in time-resolved
experiments with photoexcited carriers50 or in ballistic trans-
port. In this limit the following analysis is particularly useful.
We first notice from Eq. (108) that the optical spin Hall
conductivity is related to the spin-current response function
by

σSH(ω) = ie

ω
χ

jz
y j

(p)
x

(ω) = ie

ω

〈〈
ĵ z
y ; ĵ (p)

x

〉〉
ω
, (109)

where ĵ
(p)
x = ĵ

(p)
q=0,x is the x̂ component of the q = 0 paramag-

netic current operator in Eq. (23). We then substitute Eq. (106)
in the response function on the RHS of Eq. (109) and we use
Eq. (27). We get〈〈

ĵ z
y ; ĵ (p)

x

〉〉
ω

= − 1

4mbα

〈〈
∂t σ̂

y
tot; ĵ

(p)
x

〉〉
ω

=− 1

4mbα

{
− iω

[〈〈
σ̂

y
tot; ĵ

(p)
x

〉〉
ω

− 1

ω

〈[
σ̂

y
tot,ĵ

(p)
x

]〉]}
= − iω

4mb

〈〈
σ̂

y
tot; σ̂

y
tot

〉〉
ω
, (110)

where we have used that 〈〈σ̂ y
tot; P

x
c.m.〉〉ω = 0 and that

[σ̂ y
tot,P

x
c.m.] = 0. The former is a consequence of the fact that

total momentum is a conserved quantity (in the absence of
impurities) even in the presence of Rashba SOC, while the
latter is a trivial commutation rule. Using Eq. (110) in Eq. (109)
we finally find

σSH(ω) = e

4mb
χσyσy (ω). (111)

In the high-frequency or clean ωτ → ∞ limit and for nonin-
teracting electrons we have χσyσy → ν0/2 and thus Eq. (111)
gives the well-known “universal” value σSH(ωτ → ∞) =
e/(8π ). As we have seen above, however, electron-electron in-
teractions enhance the high-frequency spin susceptibility, thus
yielding an enhancement of the optical spin Hall conductivity.
Using Eq. (103) we immediately find that for ωτ → ∞

σSH = e

8π

(
1 +

√
2

3π
rs

)
>

e

8π
. (112)

Eq. (112) has to be compared with Eq. (36) in Ref. 27 where an
identical result was found modulo the sign of the second term
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in parentheses. Dimitrova indeed predicts a suppression27 of
the spin Hall conductivity due to interactions rather than an
enhancement.

For the case of ultrashort-range interactions [see Eq. (104)]
we find that

σSH = e

8π

(
1 − 1

2κaB

)−1

>
e

8π
. (113)

Before concluding this section we would like to mention
that it is possible to derive a relation similar to that in Eq. (111)
for the spin Galvanic effect,51 i.e., the generation of a charge
current in the x̂ direction in response to a homogeneous
Zeeman magnetic field B = By ŷ applied along the ŷ direction:

jx = σSGBy. (114)

Following a procedure analogous to the one that led to
Eq. (111), we find

σSG(ω) = α
gμB

2
χσyσy (ω), (115)

where g is the material Landé gyromagnetic factor and μB is
the Bohr magneton.

E. Interaction-induced enhancement of the Rashba SOC

From the functional form (76) of the HF bands of the Rashba
model it is evident that, for a given density, the real part of the
ac conductivity,

Re eσ (ω) = −e2 lim
q→0

ω

q2
�mχρρ(q,ω), (116)

is finite (i.e., absorption occurs) only in a finite interval of
frequencies: �+ < ω < �−, where

�+ = EHF,+
(
k

(0)
F,+

) − EHF,−
(
k

(0)
F,+

)
,

�− = EHF,+
(
k

(0)
F,−

) − EHF,−
(
k

(0)
F,−

)
.

(117)

In the noninteracting limit these bounds are23,24 �
(0)
+ = 2αk

(0)
F,+

and �
(0)
− = 2αk

(0)
F,−. In the interacting case we can define �+ ≡

2α̃+k
(0)
F,+ and �− ≡ 2α̃−k

(0)
F,−, where

α̃+
α

= 1 + rs�−
2
√

2ᾱ

∫ �−

�+
dx ′x ′V̄1(�+,x ′),

α̃−
α

= 1 + rs�+
2
√

2ᾱ

∫ �−

�+
dx ′x ′V̄1(�−,x ′).

(118)

We can thus view α̃± as effective Rashba SOC strengths
renormalized by electron-electron interactions.13,21 The
dependencies of α̃± on rs and α will be illustrated below in
Sec. IV.

In high-density and/or weak-SOC limit (ᾱ � 1) we find
that �+ = �− = 2α̃kF with (restoring physical dimensions
for a moment to make contact with earlier work)

α̃

α
= 1 + mb

2πh̄2

∫ 2π

0

dθ

2π
cos (θ ) vq

∣∣
q=2kF sin (θ/2) , (119)

in perfect agreement with the work by Chen and Raikh.21

−2 −1 0 1 2
k/kF

−2

−1

0

1

2

3

4

5

6

FIG. 2. (Color online) The renormalized Hartree-Fock energy
bands EHF,±(k) (in units of εF,0) as functions of k (in units of
kF) for rs = 1 and α = 5 × 10−11 eV m for the case of unscreened
(ξ = 0) Coulomb interactions. The dashed (blue) line denotes the
minority band [EHF,+(k)] while the solid (red) line denotes the
majority band [EHF,−(k)]. The thin black lines are the energy bands
for the noninteracting case. The vertical lines denote the location
of ±k

(0)
F,±.

F. The pure Dresselhaus case and the α = ±β case

Before turning to the numerical results, we would like
to mention that all our results apply equally well to the
pure Dresselhaus model, i.e., for α = 0 and finite β. Indeed,
replacing the Rashba interaction by the Dresselhaus interaction
has the sole effect of changing the phase γk of the eigenspinors
�k,λ(r) in Eq. (8) by π/2, leaving the band energies in Eq. (4)
unchanged. We have also checked that the statement at the
beginning of this section is true by applying the TDHFA to the
pure Dresselhaus model.

−2 −1 0 1 2
k/kF

−1.5

−1.0

−0.5

0.0

0.5

1.0

Σ1

Σ0

FIG. 3. (Color online) The Hartree-Fock self-energies �0(k)
(solid line) and �1(k) (dashed line) (in units of εF,0) as functions
of momentum k (in units of kF) for rs = 1 and α = 5 × 10−11 eV m.
The vertical lines denote the location of ±k

(0)
F,±.
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FIG. 4. (Color online) The minority (a) and majority (b) quasiparticle effective masses m�
± (in units of the bare mass mb) as functions of rs

for different values of α. These results have been obtained by using the definition (77) and fully screened Thomas-Fermi interactions (ξ = 1).
The solid line represents the classic result by Janak (Ref. 54): our results for α = 0 (filled circles) are in excellent agreement with the analytical
expression (16) in Ref. 54. The inset to (b) illustrates �v�

± ≡ v�
± − v�

±
∣∣
α=0

(in units of vF ≡ kF/mb) as functions of ᾱ and for rs = 0.25 (dashed
and dotted lines). The solid line is the weak-SOC analytical result (74) in Ref. 25. Notice that our numerical results extend up to a large value
of the SOC constant since ᾱ = 0.7 corresponds to α ∼ 38 × 10−11 eV m.

The model with α = ±β is much more subtle. For α = β,
for example, ĤSOC reads

ĤSOC = α
∑
k,i,j

ψ̂
†
k,i(kx + ky)

(
σx

ij − σ
y

ij

)
ψ̂k,j

= 2α
∑
k,i,j

ψ̂
†
k,iσ

−
ij k+ψ̂k,j , (120)

where σ−
ij ≡ (σx

ij − σ
y

ij )/
√

2 and k+ ≡ (kx + ky)/
√

2. From
the second line in Eq. (120) we immediately see that the
magnetoelectric field generated by the application of a uniform
vector potential A(t) is

Bext = α
e

c
(Ax + Ay)(1, − 1), (121)

i.e., it is parallel to n̂eq

∣∣
α=β

= (1, − 1)/
√

2, and does not affect
the spin orientation. Thus, in the case α = ±β a uniform vector
potential does not reorient spins. The plasmon mass and the

Drude weight are thus completely unrenormalized by electron-
electron interactions. Of course the plasmon dispersion at finite
q will be sensitive to interactions.

IV. NUMERICAL RESULTS

We now turn to a presentation of our main numerical results.
As far as the material parameters are concerned, in this paper
we present results for a 2DEG hosted in a InAs quantum well.
In this material the bare electron mass is mb ≈ 0.023me, where
me is the electron mass in vacuum, and the high-frequency
dielectric constant is ε ≈ 15. The material Bohr radius turns
out to be aB ≈ 348 Å. As a consequence, a Wigner-Seitz
density parameter rs = 1 corresponds to a rather low electron
density, n ≈ 2.6 × 1010 cm−2. The SOC strength in InAs
varies in the range52 α ≈ (1–6) × 10−11 eV m.

0.0 0.5 1.0 1.5 2.0
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1.8

2.0
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2.4

δB
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,1

(a)

ξ = 0

α = 5 × 10−11 eV m

α = 10−11 eV m

0.0 0.5 1.0 1.5 2.0
k/kF
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1.14

1.16

1.18

δB
T

,1

(b)

ξ = 1

α = 5 × 10−11 eV m

α = 10−11 eV m

FIG. 5. (Color online) The vertex correction δBT,1(k) [in units of Bext = eAα/(h̄c)] as a function of k (in units of kF) for rs = 1 and different
values of α. (a) Results for unscreened Coulomb interactions (ξ = 0). (b) Results for fully screened Thomas-Fermi interactions (ξ = 1). Note
that when expressing δBT,1(k) in units of Bext a factor α is extracted. Also note that for α = 5 × 10−11 eV m, k(0)

F,+/kF � 0.6 and k
(0)
F,−/kF � 1.3.

For α = 10−11 eV m, k
(0)
F,+/kF � 0.9 and k

(0)
F,−/kF = 1.1.
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FIG. 6. (Color online) The in-plane spin susceptibility χσyσy (in units of the noninteracting value χ
(0)
σyσy = ν0/2) as a function of rs and for

different values of α. (a) Results for unscreened Coulomb interactions (ξ = 0). (b) Results for fully screened Thomas-Fermi interactions (ξ = 1).

For the numerical calculations we have used a model
interaction potential of the form

vq = 2πe2

ε(q + ξqTF)
, (122)

where qTF = 2/aB is the 2D Thomas-Fermi screening wave
vector in the absence of SOC and ξ ∈ [0,1] is a dimension-
less control parameter; ξ = 0 implies unscreened Coulomb
interactions while ξ = 1 implies Thomas-Fermi-screened
Coulomb interactions. The TDHFA is well known to over-
estimate many-body effects when the unscreened Coulomb
potential is used. (As we have already mentioned earlier, when
the unscreened Coulomb potential is used the TDHFA is exact
to first order in e2.) On the other hand, when statically screened
Thomas-Fermi interactions are used many-body effects are
typically largely underestimated. Thus the spirit of the control
parameter ξ is to provide us with upper and lower bounds
for the strength of interaction corrections to the various
observables we present in this section.

For ξ = 0 the coefficients Vm(k,k′) of the angular momen-
tum expansion in Eq. (67) can be calculated analytically: in
dimensionless units these are given by

V̄m(x,x ′) =
∫ ∞

0
dtJm(tx)Jm(tx ′) = x ′m

xm+1

�(m + 1/2)

�(m + 1)�(1/2)

× 2F1(m + 1/2,1/2,m + 1,x ′2/x2), (123)

for x > x ′. Here Jm(z), �(z), and 2F1(a,b,c,z) are the Bessel
function, the Euler Gamma function, and the hypergeometric
function, respectively. For x < x ′ one needs to interchange
x ↔ x ′ in Eq. (123). For ξ �= 0 the pseudopotentials V̄m(x,x ′)
have to be calculated numerically.

Figure 2 shows the HF bands EHF,±(k) in Eq. (76) for
unscreened Coulomb interactions, while Fig. 3 illustrates the
HF self-energies �0(k) and �1(k), defined in Eqs. (75) and
(73), respectively. Note that �0(k) is negative while �1(k) is
positive.

In Figs. 4(a) and 4(b) we present the minority m�
+ and

majority m�
− effective masses as functions of rs for Thomas-

Fermi-screened interactions, as calculated from Eq. (77). (It is
very well known that, to avoid artifacts of the HF theory,
it is necessary to screen the Coulomb interaction to get
meaningful results for the quasiparticle effective mass. The
derivative of the HF quasiparticle energy indeed diverges at
the Fermi surface and hence the quasiparticle effective mass
vanishes.) In the case of no SOC (α = 0) one finds that the
quasiparticle effective mass is suppressed by electron-electron
interactions. This result stems from exchange interactions and
is the dominant effect at weak coupling,43 i.e., for rs � 1.
The suppression of the quasiparticle effective mass for α = 0
shown in Figs. 4(a) and 4(b) extends to larger values of rs

because of the strong value of the screening parameter (ξ = 1)
we have used. We notice that the impact of SOC is opposite
in different bands [this is ultimately due to the dependence of
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FIG. 7. (Color online) The Drude weight D [in units of the noninteracting value D0 = πe2(n/mb − α2ν0/2)], calculated from Eqs. (48) and
(95), as a function of rs and for different values of α. (a) Results for unscreened Coulomb interactions (ξ = 0). (b) Results for fully screened
Thomas-Fermi interactions (ξ = 1).
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FIG. 8. (Color online) Renormalized SOC coupling strengths α̃± (in units of the bare value α) for the minority (+) and majority (−) bands
as functions of rs and for different values of α. These results refer to unscreened Coulomb interactions (ξ = 0).

the factor k
(0)
F,λ in the LHS of Eq. (77) on α]: as we can see in

Fig. 4(a), SOC further suppresses the quasiparticle effective
mass in the minority band. On the other hand, as shown in
Fig. 4(b), SOC enhances the quasiparticle effective mass in
the majority band.

In the inset to Fig. 4(b) we plot the quantities �v�
λ ≡ v�

λ −
v�

λ

∣∣
α=0 as functions of ᾱ and for a fixed value of rs (rs = 0.25),

where the quasiparticle velocities v�
λ are defined by

v�
λ = ∂EHF,λ(k)

∂k

∣∣∣∣
k=k

(0)
F,λ

. (124)

Differently from the effective mass results, we see that �v�
λ is

practically the same for both λ = ± bands and that corrections
linear in ᾱ are absent, in agreement with Refs. 25 and 39.

In Fig. 5 we report the solution δBT,1(k) of the integral
equation (84) for both unscreened and screened interactions.
It is important to note that δBT,1(k) in units of the bare effective
magnetic field Bext = eAα/(h̄c) is larger than unity. Kinks are
seen in δBT,1(k) at k = k

(0)
F,λ, which are especially visible at

ξ = 0. We also clearly see how the amplitude of δBT,1(k)
decreases with increasing ξ .

A plot of the in-plane spin susceptibility χσyσy in units of
the noninteracting value χ

(0)
σyσ y = ν0/2 is presented in Fig. 6.

As expected, the in-plane spin susceptibility is enhanced by
electron-electron interactions. Overscreening their strength
by setting ξ = 1 in Eq. (122) substantially reduces the

enhancement.53 Note also that with increasing SOC strength
α the ratio χσyσy /χ

(0)
σyσ y increases.

Figure 7 shows the most important result of this work, i.e.,
the renormalization of the Drude weight D due to interactions.
There we indeed plot the ratio betweenD and its noninteracting
value D0. Since the spin susceptibility is enhanced by interac-
tions, D is suppressed. The suppression is quite large within
truly first-order perturbation theory (ξ = 0) and increases with
increasing α. The plasmon mass is thus enhanced by the
interactions and thus the plasmon frequency is reduced by
the combined effect of SOC and interactions with respect to
the standard frequency of plasmons in the absence of SOC.

The enhancement of SOC due to interactions is illustrated
in Figs. 8 and 9 where we have plotted α̃±/α as calculated
from Eq. (118). These two figures refer to two different values
of ξ . For the sake of comparison, in Fig. 9 we have also plotted
the weak-SOC result by Chen and Raikh21 [see Eq. (119)].
From Fig. 8 we see that the enhancement of SOC is quite large
for unscreened Coulomb interactions and that it decreases for
increasing SOC strength.

A. Taking into account the density dependence
of the Rashba SOC

Until now we have treated the Wigner-Seitz parameter rs (or
density) and the Rashba SOC constant α as two independent
parameters. This is similar in spirit to what has been done
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FIG. 9. (Color online) As Fig. 8 but for ξ = 1. The thin solid (black) line in both panels labels the result of Ref. 21 [see Eq. (119)], which
is asymptotically exact in the weak-SOC limit.
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FIG. 10. (Color online) The renormalized SOC constants α̃± (in units of the noninteracting value α) as functions of the logarithm of density
(expressed in units of cm−2). In this figure we have taken into account the density dependence of the bare SOC coupling α in the simple
approximation given in Eq. (125). (a) Results for unscreened Coulomb interactions (ξ = 0). (b) Results for fully screened Thomas-Fermi
interactions (ξ = 1).

for decades in the context of tunnel-coupled double quantum
wells where the single-particle symmetric-to-antisymmetric
gap �SAS and density have been treated as independent
parameters (see, e.g., Ref. 55 and references therein to earlier
work).

In reality, when a single gate voltage is applied to the 2DEG
to change its density (and thus the rs value) the asymmetry of
the quantum well which hosts the 2DEG changes too.56 This
in turn changes α. In a simple single-band model with infinite
barriers the SOC strength α is given by52,57,58

α = eαSO〈E〉 ≈ eαSOn

ε
, (125)

with αso = 117 Å2 for bulk InAs. Here we have used that the
electric field in the well is given by 〈E〉 = nd/ε where the
density of the donors nd has been approximated by the density
of electrons n.

In Fig. 10 we present numerical results for the ratio α̃±/α

calculated by taking into account the density dependence
of α according to Eq. (125). From this plot we clearly see
that the difference between the effective SOC constants α̃+
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FIG. 11. (Color online) The spin susceptibility enhancement
χσyσy /χ

(0)
σyσy as a function of the logarithm of density (expressed in

units of cm−2). In this figure we have taken into account the density
dependence of the bare SOC coupling α in the simple approximation
given in Eq. (125).

and α̃− becomes negligibly small and that the ratio α̃±/α

changes by roughly 60% when density is changed over three
orders of magnitude (for unscreened Coulomb interactions).
The enhancement of SOC due to interactions increases
with decreasing density. Overscreening Coulomb interactions
washes out this effect, yielding a tiny renormalization over the
same density range.

Finally, in Fig. 11 we show the spin susceptibility enhance-
ment χσyσy /χ

(0)
σyσ y as a function of rs calculated by taking

into account the dependence of the bare α on density via
Eq. (125). Note that for unscreened Coulomb interactions the
enhancement can be as large as 20%–30% for n ≈ 1010 cm−2

(recall that in InAs rs = 1 corresponds to an electron density
≈ 2.6 × 1010 cm−2).

V. CONCLUSIONS

In summary, we have studied the long-wavelength plasmon
dispersion and the Drude weight of a two-dimensional electron
gas with Rashba spin-orbit coupling. We have shown that
these measurable quantities are sensitive to electron-electron
interactions due to broken Galilean invariance and we have
discussed in detail why the random phase approximation is not
capable of describing the collective dynamics of these systems
even at very long wavelengths. We have then presented ap-
proximate microscopic calculations of these quantities based
on the so-called time-dependent Hartree-Fock approximation.
We have found that interactions enhance the plasmon mass
and suppress the Drude weight.

These findings can in principle be tested experimentally by
inelastic light scattering, electron energy loss, and far-infrared
optical-absorption measurements. Inelastic light scattering59

has already been extensively used to measure the plasmon
dispersion in GaAs quantum wells.60,61 Notable deviations
from the predictions of the random phase approximation have
been observed61 at finite momentum transfer q and at low
densities. We hope that similar studies can be performed
systematically in asymmetric n-doped quantum wells with
tunable spin-orbit coupling.

Last but not least, we have also computed quantitatively the
renormalization of the Rashba spin-orbit coupling constant due
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to electron-electron interactions and the interaction corrections
to the clean-limit spin Hall conductivity.

In the future we plan to extend these studies to the complete
spin-orbit-coupling model Hamiltonian (3) with both α and β

finite. As already stressed in the main body of this paper, this
complicates things considerably since the resulting ground
state does not possess rotational invariance. It is worth explor-
ing also other spin-orbit-coupled two-dimensional quantum
liquids such as hole gases in quantum wells, which have a
very rich single-particle band structure.41
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