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Structural analysis of the Cu(100)- p(2 × 2)-Sn surface using low and medium
energy ion scattering spectroscopies
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The atomic structure of the Cu(100)-p(2 × 2)-Sn surface has been studied using medium energy ion scattering
(MEIS), co-axial impact collision ion scattering spectroscopy (CAICISS), low energy electron diffraction
(LEED), and Auger electron spectroscopy (AES). The complex p(2 × 2)-based LEED pattern with antiphase
domains was observed at an estimated Sn coverage of 0.21 ML, confirmed with AES. The existence of subsurface
Sn atoms was immediately ruled out by the lack of blocking dips in the MEIS Sn scattered yield, whereas the
initial analysis of the CAICISS data ruled out the three overlayer models, allowing quantitative fitting to focus on
the Cu-Sn substitutional surface alloy model. The fitted model showed that the surface relaxed outward following
Sn deposition and also demonstrated an out-of-plane shift of Sn atoms in the outermost layer.
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I. INTRODUCTION

Metal-on-metal epitaxial growth affords the opportunity
to control the structural, chemical, and electronic behavior
of bimetallic surfaces, leading to differing characteristics
when compared to the surfaces of fully alloyed materials.1,2

The interaction of metallic adsorbates with the surface of
Cu crystals has been widely investigated due to potential
applications in metallic thin film growth3–6 and catalytic
processes.7,8 In some cases the formation of bimetallic surfaces
can lead to complex surface structures,9–14 with the deposition
of submonolayer coverage of Sn on to the clean Cu(100)
surface being a particularly interesting example due to the
large mismatch in atomic radii (∼10 %) between Cu and
Sn.15 This particular system exhibits five different recon-
structions in the submonolayer range,16–21 summarized in
Table I.

The Phase I structure, based on a Cu(100)-p(2 × 2)-Sn
superstructure was first reported by Argile and Rhead,16 who
observed a “complex” pattern which indicated the presence
of antiphase domains. McLoughlin’s low energy electron
diffraction (LEED) I-V studies17 of this system at a Sn
coverage of 0.21 ML reinforced the notion of a p(2 ×
2)-based superstructure and proposed models based on the
optimal coverage of 0.25 ML which incorporated “light”
domain walls. Similar domain walls have been observed in
the Cu(100)/Pb,22 Rh(100)/La,23 and Cu(100)/Bi24 systems.
The results of subsequent scanning tunneling microscopy
(STM) and normal incidence x-ray standing wave (NIXSW)
studies by Cafolla25 supported the domain wall model,
proposing three potential adsorption sites: fourfold hollow
site, substitutional alloy site, or atop site. Three widths
of domain wall were also proposed, containing one, three,
and five Cu rows. While the STM and NIXSW analysis
favored the substitutional alloy model, the evidence was not
conclusive. In order to resolve this problem, we have employed
both low and medium energy ion scattering spectroscopic
techniques, with the experimental conditions arranged so that

the surface layer can be examined in a highly accurate manner.
In addition to the three Sn adsorption sites proposed by
Cafolla,25 we also examine Sn atoms located in bridge sites
above the outermost Cu layer. All four models are shown in
Fig. 1.

The main focus of this article is to resolve the Phase
I structure of the Cu(100)-Sn system, but it also provides
a clear demonstration of the ability to combine low and
medium energy ion scattering techniques to resolve pressing
problems within modern science. Such techniques can be
utilized to resolve the reconstructed surface structures of
semiconductors, as well as other complex catalytic surfaces.
As device dimensions decrease, the structural properties of
surfaces and interfaces become ever more important, with ion
scattering techniques ideally placed to play an important role
in their characterization.

II. EXPERIMENTAL AND ANALYSIS DETAILS

In this paper we examine the Cu(100)-p(2 × 2)-Sn
structure using both coaxial impact collision ion scattering
spectroscopy (CAICISS) at the University of Warwick26,27 and
the medium energy ion scattering (MEIS) facility at Daresbury
Laboratory.28,29 Both chambers were equipped with Auger
electron spectroscopy (AES) and LEED for the analysis of
surface cleanliness and reconstruction, respectively. In both
chambers cleaning of the Cu(100) surface was achieved using
multiple cycles of ion bombardment with Ar+ ions at 1.5 keV
for 20 min, followed by annealing at 750 ◦C for 60 min,30 until
the AES spectrum showed no signs of surface contamination
and a sharp (1 × 1) LEED pattern with low background
intensity was observed.

Controlled deposition of Sn (5N purity) was carried
out using a water-cooled Knudsen cell evaporator (W. A.
Technology), held at a steady temperature of 950 ◦C. This
temperature provided a constant deposition rate of 0.012 ±
0.002 ML min−1, calculated using the established coverages
of observed LEED patterns which are detailed in Table I. In
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TABLE I. Summary of the reconstructions reported following
Sn deposition on to the clean Cu(100) surface at submonolayer
coverage.16–21 The Phase I structure is the subject of this investigation.

Phase Sn coverage (ML) Reconstruction

I 0.21 p(2 × 2)
II 0.33 p(2 × 6)
II S (2.5) 0.38 Complex c(4 × 8)
III 0.50 p(3

√
2 × √

2)R45◦

IV 0.625 c(4 × 4)

both chambers, the pressure remained below 5 × 10−10 mbar
throughout the Sn deposition process. Sn was deposited for
18 min in order to establish the optimal Phase I LEED pattern.
Using the calibration rate above, the surface Sn coverage was
estimated to be 0.216 ± 0.036 ML, very close to the coverage
reported in the study of McLoughlin.17

A. Medium energy ion scattering MEIS

The duoplasmatron ion source29 produced a beam of H+
ions with a nominal primary energy of 100 keV, incident on the
Cu(100) surface with a beam spot size of approximately 0.5 ×
1.0 mm. The end station comprises four separate ultrahigh vac-
uum chambers: the scattering chamber, a fast entry chamber for
sample introduction, a sample storage chamber, and a prepa-
ration chamber equipped with LEED, AES, sample cleaning
facilities, and deposition sources. Sample transfer between the
chambers was achieved under ultrahigh vacuum conditions,
with the scattering, storage, and preparation chambers all
possessing base pressures of 1×10−10 mbar. Two different
room temperature MEIS experiments were conducted, with the
sample aligned on a high precision goniometer such that the
incident H+ beam was directed along either the 〈011〉 or 〈112〉
azimuths within the Cu(100) structure. Figure 2 shows that

the chosen incident directions illuminate one and two atomic
layers, respectively, demonstrating the highly surface specific
nature of MEIS double-alignment experiments.31 Figure 2 and
Table II detail the different crystallographic directions in which
the scattered ions are blocked, leading to a variation of detected
intensity with scattering angle.

Incident ion doses were limited to ∼20 μC per data set,
corresponding to ∼1016 ions per cm2, with the beam moved
to a new position on the sample prior to the next set of data
being recorded. Ions scattered from the surface were detected
using a toroidal electrostatic analyzer (TEA),32 which provides
“tiles” of scattered ion yield as a function of both scattering
angle and energy. Each tile contains 27◦ of angular data and
encompasses an energy range that is a fixed percentage of the
pass energy at the top of each tile. By recording multiple tiles
in different energy ranges (see Fig. 3), or different detector
orientations, one can build up a picture of the atomic structure
and composition of the surface via the creation of energy or
angular intensity maps, commonly referred to as energy spectra
and blocking curves, respectively. In this investigation, data
were collected in three adjacent detector positions per incident
geometry in order to generate blocking curves over a range
of scattering angles approaching 60◦. Three sets of data were
recorded in each incident direction to improve the statistics
of the experiment. Analysis of the blocking curves using the
XVEGAS code33,34 leads to the determination of the atomic
structure and elemental composition of the outermost few
atomic layers. XVEGAS employs the Thomas-Fermi-Molière
potential,35 with thermal vibrations calculated using a Monte
Carlo algorithm. This approach has been successfully applied
to many metal-based surface structure determinations in recent
years.29,36–39

B. Coaxial impact collision ion scattering spectroscopy

CAICISS is a novel low energy ion scattering technique,
with the only UK-based system located at the University of

FIG. 1. (Color online) The four models of the Cu(100)-p(2 × 2)-Sn (Phase I) surface examined in this study: (a) substitutional alloy;
(b) atop overlayer; (c) bridge site overlayer; (d) fourfold hollow site overlayer.
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FIG. 2. (Color online) A schematic of the scattering geometries
in (a) the 〈011〉 and (b) the 〈112〉 incident directions. The paler atoms
shown in the 〈112〉 geometry are out-of-plane with respect to the
emboldened atoms. In the 〈011〉 direction, only the outermost layer
is “illuminated” by the beam, focusing the incident flux on to the
subsurface layers. Two layers are illuminated in the 〈112〉 geometry
(i.e., one layer on both the emboldened and paler colored planes).
Scattering angles and the corresponding crystallographic directions
are given in Table II.

Warwick. Ions and neutrals which are scattered through angles
between 178◦ and 179.8◦ are detected in time-of-flight (ToF)
mode in order to derive the elemental composition, while the
detected intensity variation with angular rotation of the sample
leads to the determination of the atomic structure.27,35 Due to
its inherent surface specificity,35 the technique is ideally suited
to the study of complex bimetallic surfaces whose constituents

TABLE II. Summary of the scattering geometries relevant to the
MEIS spectra recorded during the study of the Cu(100)-p(2 × 2)-Sn
surface. Note θ represents the total scattering angle. See Fig. 2 for an
illustration.

〈011〉 Incidence 〈112〉 Incidence

No. θ (degrees) 〈hkl〉 No. θ (degrees) 〈hkl〉
1 56.31 〈051̄〉 1 74.21 〈221̄〉
2 63.43 〈031̄〉 2 79.96 〈332̄〉
3 71.57 〈021̄〉 3 90.00 〈111̄〉
4 75.96 〈053̄〉 4 98.05 〈334̄〉
5 90.00 〈011̄〉 5 109.48 〈112̄〉
6 108.43 〈012̄〉 6 125.27 〈114̄〉
7 116.56 〈013̄〉 7 144.74 〈001̄〉
8 135.00 〈001̄〉

FIG. 3. (Color online) MEIS scattered intensity (color scale) as a
function of scattered energy and scattering angle recorded from the
Phase I surface using 100 keV He+ ions incident in the 〈112〉 azimuth.
The upper signal (∼99 keV) corresponds to scattering from Sn atoms
at the surface. The lower signal (∼97 keV) corresponds to scattering
from Cu atoms near the surface. The bulk blocking along the 〈111〉
direction can be seen at 90◦.

have a significant mass difference (almost 1:2 in the case of the
Cu/Sn system). The makeup of the system and its operation
are described elsewhere.26,27

In the experiments detailed below, a primary beam of
3.0 keV He+ ions was directed onto the sample along the
〈100〉 and 〈110〉 azimuths. These directions were chosen as
they should yield the most obvious differences in both Cu
and Sn backscattered intensities between the three overlayer
models and the alloy model. The main scattering geometries
which generate peaks in the CAICISS polar angle scans from
the Cu(100) surface in the 〈110〉 direction via trajectory
focusing35 are shown in Fig. 4, showing how a CAICISS
polar angle scan allows one to probe the outermost few
atomic layers. Backscattered intensity data were collected as
a function of ToF in 1.8◦ polar angle steps. The individual
polar angle plots were then collated in order to produce a
three-dimensional plot of intensity versus ToF and polar angle.
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FIG. 4. (Color online) A schematic of the scattering geometries
that generate peaks in the CAICISS polar angle scans in the 〈110〉
azimuth. The atoms in the even-numbered layers lie out-of-plane
with respect to the atoms in the odd-numbered layers, generating
additional contributions to peak intensities (e.g., 2 and 2*).

The ToF ranges corresponding to elastic scattering from each
constituent element of the surface region, in this case Sn
and Cu, were calculated and the intensities from all of the
polar angle plots integrated over these time ranges in order to
produce a backscattered intensity plot as a function of polar
angle for each element.27 The plots were analyzed using the
FAN code developed by Niehus and Spitzl,40 in conjunction
with an implicit filtering for constrained optimization (IFFCO)
fitting routine, detailed later, in order to accurately establish
the atomic structure and composition of the Phase I surface.
FAN simulations were performed using a 60% enhancement
to the surface vibration amplitudes.41 Through a previous
investigation,42 we have established that a reduced screening
length correction must be used in the Molière approximation
within the Thomas-Fermi (TFM) interaction potential for
analysis of CAICISS polar angle spectra. In the analysis of
this experiment we have employed correction factors of 0.58
and 0.70 for Cu and Sn, respectively.

C. Structural optimization using IFFCO

IFFCO is an algorithm for optimizing functions with
multiple minima which has been applied to many different
problems in modern science.43–49 The algorithm optimizes
functions using a decreasing sequence of finite difference steps
to approximate the gradient. We have applied this method
in the analysis of MEIS and CAICISS experiments through

combination with ion scattering simulation codes. In the
IFFCO optimization, an initial value for one of the simulation
input parameters (such as an interlayer spacing, elemental
composition, or screening correction factor) is chosen, a FAN

or XVEGAS simulation performed and an R-factor calculated by
comparing the simulation output to the experimental data. The
chosen parameter is then changed and the process repeated
until a R-factor curve for the parameter has been produced.
This defines the range of values for each parameter used during
the final parallel optimization of all parameters in order to
obtain a final structural and compositional fit. In this analysis
we have used the χ2 R-factor which has been successfully
applied in many MEIS studies.29,36–39

III. RESULTS AND DISCUSSION

A. LEED and AES

Following cleaning, the Cu(100) surface exhibited a sharp
(1 × 1) LEED pattern at 74 eV, shown in Fig. 5(a).
Subsequently, Sn was deposited on to the surface for 18 min,
after which a p(2 × 2) pattern was observed at 91 eV, shown in
Fig. 5(b). Figure 5(c) presents a sketch of the pattern from the
paper by Argile and Rhead,16 showing that the Phase I surface
had been formed.

AES data were recorded using a primary electron beam
energy of 5 keV, at which the relative sensitivity of the Sn
MNN transition is approximately 3.5 times higher than that of
the Cu LMM transition.50 The Auger results, not shown here,
exhibited no signs of contamination as a result of the deposition
process. The Cu LMM transitions were observed at kinetic
energies between 740 and 940 eV, with the Sn MNN transitions
being observed between 325 and 450 eV. Importantly there
was no evidence of O (510 eV) or C (272 eV) in the spectrum.
These LEED and AES results allow us to be confident that
the application of MEIS and CAICISS to this system will
enable an accurate surface structure determination of a well-
ordered Phase I surface, free from any effects due to surface
contamination.

B. Ion scattering: preliminary analysis

1. Sn penetration into the Cu(100) structure

The first step in the ion scattering data analysis was to
determine whether the deposited Sn atoms had penetrated
below the surface of the Cu(100) structure. If Sn atoms are

FIG. 5. LEED observations during the preparation of the Phase I Cu(100)-p(2 × 2)-Sn surface. (a) The Cu(100)-(1 × 1) surface at 74 eV;
(b) the Cu(100)-p(2 × 2)-Sn surface at 91 eV; (c) a schematic of the Phase I LEED pattern from Argile and Rhead.16
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FIG. 6. (Color online) MEIS blocking curves for the surface
Cu signal in both the 〈112〉 (upper curve) and 〈011〉 (middle
curve) incident directions. Each of the blocking dips are labeled
corresponding to the information given in Table II. The surface Sn
signal from the 〈011〉 incidence geometry is also shown (lower curve),
exhibiting no blocking dips and hence illustrating that all of the
adsorbed Sn resides in the outermost layer.

located below the surface then blocking dips should be present
within the MEIS Sn scattered yield due to blocking from atoms
along the exit trajectory. Figure 3 shows the plot of MEIS
scattered intensity (color scale) versus both scattered energy
and scattering angle. By projecting these data onto the angular
axis, the blocking curves for both Cu and Sn atoms at the
surface were extracted (see Fig. 6). The Sn scattered intensity
curve clearly shows a complete absence of blocking dips in

FIG. 7. (Color online) The comparison of Cu surface peak
blocking curves with XVEGAS simulations in the 〈011〉 incidence
geometry. The experimental data are represented by the gray points;
the simulations are in red.

the 〈011〉 incident geometry. A similar signal was extracted
from the 〈112〉 incidence data (not shown). Also shown are
the blocking curves arising from ions scattered from Cu atoms
in the surface region in both the 〈011〉 and 〈112〉 incidence
directions, with the blocking dips numbered in such a way as
to correspond with the directions shown in Fig. 2. This provides
conclusive evidence that the deposited Sn atoms remain on the
surface of the Cu(100) structure with no detectable penetration
below the surface. Therefore subsequent analysis of all ion
scattering data focused on the four models proposed in Fig. 1,
using the Cu signal to fit the data.

2. Assessing the models with MEIS

Initial XVEGAS simulations of the MEIS blocking curves
from the four models are shown in comparison to the
experimental data in Figs. 7 and 8. Both angular and intensity
discrepancies exist for all of the models, as one would expect
given the use of bulk interlayer spacings in these initial
simulations. In the 〈011〉 direction the only major difference
between the simulated curves is an extra blocking dip in the
atop model at 78◦. There are indications at around scattering
angles of 100◦ in the 〈112〉 direction that the alloy and
hollow site models offer a more accurate reproduction of
the experimental data. In addition, the atop model fails to
reproduce the blocking intensity at 80◦ and 110◦. However,
this evidence is not conclusive enough to rule out any of the
four models at this stage.

3. Assessing the models with CAICISS

CAICISS data were recorded using a beam of 3.0 keV
He+ ions, incident in the 〈100〉 and 〈110〉 azimuths. The

FIG. 8. (Color online) The comparison of Cu surface peak
blocking curves with XVEGAS simulations in the 〈112〉 incidence
geometry. The experimental data is represented by the gray points;
the simulations are in red.
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FIG. 9. (Color online) CAICISS experimental data recorded in
the 〈100〉 azimuth (gray dots) and FAN simulations (solid red lines)
of the four Cu(100)-p(2 × 2)-Sn trial structures.

symmetry of the structure about the surface normal in these
directions means that collecting data over a 0◦ to 90◦ polar
angle range is sufficient to describe the atomic structure. The
Cu-backscattered profiles extracted from the experimental data
recorded in the 〈100〉 and 〈110〉 incident azimuths are shown in
Figs. 9 and 10, respectively. Also shown are FAN simulations of
each of the four models using bulk Cu(100) interlayer spacings.

FIG. 10. (Color online) CAICISS experimental data recorded in
the 〈110〉 azimuth (gray dots) and FAN simulations (solid red lines)
of the four Cu(100)-p(2 × 2)-Sn trial structures.

TABLE III. R-factors produced by IFFCO following the initial
simulation of CAICISS data for each of the four proposed models.
The values shown are an average of the values calculated in the 〈100〉
and 〈110〉 incidence directions.

Model CAICISS R-factor

Surface alloy 4.9
Overlayer (atop) 7.9
Overlayer (bridge) 6.6
Overlayer (hollow) 5.5

Analysis of the data recorded in the 〈100〉 direction reveals
little difference between the models, with only the fourfold
hollow site model being ruled out due to the shape of the
profile at polar angles less than 25◦.

Analysis of the experimental data recorded in the 〈110〉
azimuth reveals a clear difference between the four models.
Here, only the substitutional alloy provides an accurate
replication of the surface peak (19◦ in the experimental data),
with significant angular and intensity discrepancies existing for
all the other models. In addition, the three overlayer models
give rise to an additional peak at 70◦, which does not exist
in the experimental data. Hence the CAICISS data recorded
in the 〈110〉 azimuth provides conclusive evidence that the
substitutional alloy model is the most appropriate model to
pursue in the optimized fitting of both MEIS and CAICISS
data. This choice is reinforced by the R-factors produced by
IFFCO for each of the models (shown in Table III).

C. Optimized fitting of the alloy model

1. MEIS

XVEGAS simulations in conjunction with the IFFCO opti-
mization routine were conducted for the surface alloy model
in both the 〈011〉 and 〈112〉 directions, the final results of
which are shown in Fig. 11. Three structural parameters were
fitted, �Sn, �12, and �23, as shown in Fig. 1(a). The analysis
reveals an out-of-plane shift of Sn atoms of 0.10 ± 0.18 Å

FIG. 11. (Color online) The final fits produced by the IFFCO
optimization of XVEGAS simulations (solid red curve), relative to the
experimental MEIS data (gray dots); (a) 〈011〉 incidence and (b) 〈112〉
incidence.
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FIG. 12. (Color online) The final fits produced by the IFFCO
optimization of FAN simulations (solid red curve), relative to the
experimental CAICISS data (gray dots); (a) 〈110〉 incidence and
(b) 〈100〉 incidence.

and an expansion of �12 of 0.03 ± 0.03 Å over the bulk
Cu(100) interlayer spacing of 1.808 Å. The change in �12

actually represents an outward relaxation of 0.09 Å (5%) over
the first interlayer spacing on the clean Cu(100) surface.27

Such outward relaxations are to be expected as a mechanism
of surface strain relief given the difference in atomic radii
between Sn and Cu. The final model returned a combined
R-factor from the two simulated directions of 4.0, down from
the value of 11.5 produced using bulklike interlayer spacings.

2. CAICISS

FAN simulations in conjunction with IFFCO optimization
were also employed to quantitatively analyze the CAICISS
data recorded in the 〈100〉 and 〈110〉 incident azimuths, the
results of which are shown in Fig. 12. A good fit of the data
was realized in both azimuths, with the final structure including

TABLE IV. Structural parameters for the Cu(100)-p(2 × 2)-Sn
surface alloy deduced from analysis of the MEIS and CAICISS data
presented in this report. See Fig. 1(a) for an illustration of these
parameters.

Parameter MEIS CAICISS

�Sn (Å) 0.10 ± 0.18 0.01 ± 0.16
�12 (Å) 0.03 ± 0.03 0.03 ± 0.01
�23 (Å) 0.01 ± 0.04 0.10 ± 0.01
R-factor 4.0 4.4

an out-of-plane shift of Sn atoms of 0.01 ± 0.16 Å and an
expansion of �12 of 0.03 ± 0.01 Å over the bulk Cu(100)
interlayer spacing of 1.808 Å. Both of these values agree within
experimental error with the values derived from the MEIS
data. The final model returned a combined R-factor from the
two simulated directions of 4.4, down from the value of 4.9
produced using bulklike interlayer spacings.

Finally, we turn our attention to the composition of the
domain walls separating the 4 × 4 unit cell areas in which
the (2 × 2) structure is found [see Fig. 1(a)]. Using STM,
Cafolla et al.25 reported domain walls comprising one, three,
and five rows of Cu atoms. The combination of techniques
used here only facilitates the determination of the domain wall
structure averaged over an area of approximately 1.5 mm2.
Analysis of the Cu backscattered intensity at low polar angles
(i.e., the surface peak) provides an insight into how much
Cu is on the surface. Altering the width of the domain walls
significantly changes the amount of Cu on the surface in the
simulations, hence impacting on the surface peak intensity.
Similarly, knowing the deposition rate of the Knudsen cell,
one can estimate how much Sn has been deposited onto the
surface. Bearing all this in mind, the Cu-Sn surface alloy model
best replicates the experimental CAICISS data, with domain
walls comprising two rows of Cu atoms, suggesting that the
majority of domain walls are either one or three rows wide. An
average domain wall width of two rows leads to an Sn coverage
of 0.20 ML, corresponding well with the 0.21 ML coverage
estimated from the deposition rate of the Knudsen cell.

IV. SUMMARY

In this article we have reported a surface structural study on
the Cu(100)-p(2 × 2)-Sn surface, Phase I of the submonolayer
reconstructions of the Cu(100)/Sn system. Using preliminary
MEIS analysis it was determined that all of the Sn atoms
reside in the outermost layer via the lack of blocking dips in
the Sn scattered yield. XVEGAS simulations indicated that the
atop site overlayer and bridge site overlayer models did not fit
the experimental data. More conclusive evidence came from
the CAICISS data recorded in the 〈110〉 incident azimuth,
showing erroneous polar angle spectra from the fourfold
hollow, atop, and bridge site overlayers. The substitutional
alloy was the only model to accurately reproduce the polar
angle spectrum and hence it was selected for optimized fitting
using the IFFCO routine. The combined fitting of both MEIS
and CAICISS data revealed an out-of-plane shift for the
Sn atoms relative to the Cu atoms in the surface layer, in
conjunction with an outward relaxation of the surface layer
with respect to the bulk Cu(100) structure (summarized in
Table IV).
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