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Growth mechanisms for TiO2 at its rutile (110) surface
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Mechanisms for growth on the rutile (110) surface were investigated using a combination of ab initio, variable
charge classical molecular dynamics and kinetic Monte Carlo (KMC) methods. Ab initio calculations were
performed to determine relevant energy barriers, and these were used to parametrize a variable charge classical
potential. Low-energy (10–40-eV) interactions of small TixOy molecules with a rutile (110) substrate were
then investigated, by molecular dynamics using the variable charge potential, with the aim of determining the
influence of various parameters on surface growth and defect formation. Rutile growth was simulated through
sequentially depositing randomly selected atoms and molecules with energies in the tens of eV range. Long-time
scale evolution was approximated through heating the substrate and through on-the-fly KMC simulations, which
could be used to simulate realistic experimental deposition times. The main growth mechanism was found to
involve a fast kinetic effect to subplant interstitial Ti atoms, until an O-rich surface layer formed, followed by a
slower diffusion of the Ti interstitials to the O-rich surface. Bombardment at an energy of around 20 eV in an
oxygen-rich atmosphere with a high proportion of bombarding TiO, TiO2, as opposed to single atoms, was found
to produce rutile growth with the best crystallinity.

DOI: 10.1103/PhysRevB.83.075412 PACS number(s): 68.55.−a, 68.35.B−, 31.15.A−, 83.10.Rs

I. INTRODUCTION

Titanium dioxide is a wide band-gap metal oxide with
a large number of uses in industry. Applied as part of a
multilayer coating to a glass substrate, TiO2 is commonly
used as an antireflectant1 or self-cleaning coating,2 but other
thin-film applications include its use as a nanoparticle substrate
in dye-sensitized solar cells.3 One of the advantages of the
material is that it can be produced relatively cheaply and can
be deposited over large areas by using magnetron sputtering.
This process can produce smooth films with a high deposition
rate. Crystalline TiO2 is most commonly found in the rutile
polymorph that is the most thermodynamically stable under
normal conditions but after sputter deposition films exhibiting
the anatase form have also been observed.

The (110) surface of rutile, shown schematically in Fig. 1,
is the most stable, and the growth kinetics have been studied
experimentally with variable temperature scanning tunneling
microscopy, which showed that growth on the (110) surface
in an oxygen-rich environment occurs in a layer-by-layer
process.4 It was deduced that the surface grows as a result
of the reaction of mobile surface-adsorbed O2 molecules with
Ti interstitials that diffuse to the surface from bulk interstitial
sites. In our previous paper, a large number of surface and
interstitial transition energy barriers for small molecules on
and close to the rutile (110) surface were calculated5 using
both density functional theory (DFT) and a modified SMB-Q
variable charge potential (Qeq) based on the formulation of
Hallil et al.6 The barriers found were between 1.2 and 3.5 eV
for all small surface cluster transitions with the exception of
transitions involving O and O2. By contrast, O2 diffusion could
easily occur along the [001] direction in the trench between the
raised O adrows on the surface. In this case, the diffusion could
occur as a two-stage process with limiting barriers of 0.13 and
0.35 eV in DFT, although the variable charge potential gave a
slightly higher value of 0.6 eV.

A further observation in the paper was that first-layer Ti
interstitials once formed had very high energy barriers (>3 eV
for both the DFT and the Qeq calculations) to transform to a
Ti adatom on the pristine (110) surface but a much lower
energy barrier of 1.6 eV to move in the reverse direction
and that the subsurface Ti interstitial was more favorable
than a Ti adatom. The results also showed that the TiO2 unit
adsorbed on the rutile (110) surface had large diffusion barriers
and that, in general, there was good agreement between the
barriers calculated by the modified SMB-Q potential and by
DFT. However, the paper did not calculate the barriers for
Ti interstitial migration to the surface in the presence of an
adsorbed O2 molecule, a process that is likely to be crucial
in understanding the growth of rutile, although recent work
calculated that the Ti interstitial-surface transition barriers had
a limiting barrier of 1.2 eV (Ref. 7) in the presence of an
O2 admolecule. Since our preliminary calculations indicated
a slightly different mechanism with a lower barrier than that
reported by Wendt et al.7 and the previous experimental work
of Smith et al.4 had reported a barrier of 0.82 eV, here, this
barrier also is investigated by DFT and SMB-Q, as a precursor
to performing dynamical growth simulations.

In a magnetron sputtering device, energetic particles from
a plasma arrive at a surface. If the particles are charged,
then the substrate bias (typically <100 eV) determines the
effective arrival energy of the particles. Thus, kinetic as well
as diffusional effects help determine the growth process.
The growth process is also affected by the stoichiometry
of the arriving particles, i.e., the mixture of particles and
small molecules that arrive at the surface. To investigate the
growth dynamics with DFT is beyond the scope of current
computers but elevated temperature molecular dynamics (MD)
and kinetic Monte Carlo (KMC) calculations of the growth of
TiO2 are possible with the SMB-Q potential. Because of the
relatively good agreement between the transition barriers using
the ab initio and classical methods, the main purpose of this
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(a)                                                                              (b)

(c)                                                                              (d)

{110} surface

FIG. 1. (Color online) (a) The 96-atom 4 × 2 × 1 cell used in
the calculations and the O2 adsorption sites together with the various
stable positions for the first-layer Ti interstitials, (b), (c) viewed from
above the surface showing the two different O2 absorption sites, and
(d) viewed from the [001] direction. Oxygen atoms in the crystal are
red and large while Ti atoms are blue and smaller. The adsorbed atoms
are yellow as indicated. In (a), the cell size is 4.9 nm × 2.2 nm ×
1.2 nm, with the longer dimension perpendicular to the surface, and
this includes a vacuum region of dimension 1.3 nm above and below
the atoms as indicated by the box outline.

paper is an investigation of the growth mechanisms of TiO2

as a function of the stoichiometry and energy of the arriving
species using the classical potential formalism.

It is not possible to carry out growth simulations using DFT
because of the limitations on computing time. Similarly, with
fixed-charge potentials, it is not possible to accurately model
the arrival of uncharged species onto the surface. An oxygen
atom, for example, would be uncharged far from the surface but
would acquire charge as it approaches the surface. However,
the original SMB-Q potential was not able to model oxygen
dimers correctly, predicting a repulsion between two isolated
O atoms. Since in a growth process, oxygen is more likely
to arrive at the surface in the form of dimers, an adaption of
the potential was necessary to overcome this deficiency. This
is the main principle behind our modified SMB-Q potential
described in the following.

II. METHODOLOGY

A. DFT calculations

The transition barriers for the DFT calculations were
performed using the climbing image nudged-elastic band
(NEB) method,8,9 with atomic forces and energies calculated
using DFT under the local spin density approximation. In
all calculations, a total of ten NEB images were used
(including the initial and final images of each transition). The
DFT calculations were performed using the PLATO suite of
programs,10,11 with pseudopotentials12 and a triple numeric
set of atom-centered basis functions with double polarization.

The calculations included semicore electrons on the titanium
atoms, using the same basis set and similar convergence tests
as described in our previous paper.13 The calculations were
carried out using periodic boundary conditions. The supercell
contained a slab of rutile with two (110) surfaces. The slab
had dimensions of 4 ×1 × 2 tetragonal (110) surface unit
cells for all calculations (see Fig. 1) except those involving
the O2-I + Ti-iIc configuration (described later), which used
a 4 × 2 × 2 tetragonal cell. A Monkhorst-Pack mesh of
k points was used of dimensions 1 × 2 × 1 for all calculations
except those involving the same O2-I + Ti-iIc configuration,
which only used the � point. The 4 × 1 × 2 cell contains
96 atoms and, as described in our previous paper,5 shows
convergence of the binding energies to within 5%. Both the cell
depth and its lateral dimension have been tested. Local-density
approximation has been shown to give good results for TiO2

and its surfaces and is used in almost all the studies of this
system; see also Ref. 7.

B. Classical potential calculations

A modified form of the SMB-Q empirical potential of
Hallil et al.6 was implemented. This uses the variable charge
equilibration (QEq) scheme14 that iteratively minimizes the
energy due to charge by performing a constrained mini-
mization such that charges in the system sum to zero. The
potential used here differs from the Hallil et al. form in
that a short-range repulsive Ti-Ti Ziegler-Biersack-Littmark15

interaction has been introduced, along with an attractive
many-body O-O component to allow the formation and
deposition of O2 molecules since oxygen is naturally diatomic.
DFT calculations have also shown that O2 molecules on the
surface are mobile and play an important role in reducing
transition energy barriers for Ti interstitials.7 The Ti hardness
was modified from the original value of 12.63 to 18.3 as
excessive charge transfer was originally seen when compared
to equivalent processes using DFT, resulting in an artificially
high Ti interstitial escape barrier.16

The O potential is constructed in such a way that the bulk
parameters remained largely unchanged while an attractive
interaction between the atoms of the molecule exists at the
surface of the lattice. The way this was achieved was by
the implementation of a many-body switching function (Sw)
that switches between a Lennard-Jones (LJ) potential between
two O atoms in the presence of no other neighbors and the
Buckingham (Buck) potential of the SMB-Q potential when
the O atoms are in the bulk. The parameters of the LJ potential
are given by ε = 0.8 and σ = 1.05 in the usual notation. This
parameter set was a compromise as it gives a reduced binding
energy of 1.6 eV for the isolated O2 dimer (compared to
5.2 eV) but was found to be necessary to match the O2

dissociation barrier on the surface as predicted by DFT.
The switching function itself uses the screening function

(Sc) concept introduced by Baskes17 for embedded atom
calculations. Thus, the uncharged part of the O-O interaction
potential is of the form

Vij = Sw × (LJ − Buck) + Buck,
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TABLE I. The lattice parameters, internal atom position, and bulk
modulus of rutile TiO2 calculated using the modified SMB-Q, SMB-Q
empirical potentials, compared to the experiment.19 Here, u is the O
contraction parameter, and B is the bulk modulus.

Lattice parameters Experimental19 Qeq Modified QEq

a (Å) 4.59 4.63 4.80
c (Å) 2.96 2.92 2.98
u 0.305 0.302 0.300
B (GPa) 211.0 185.6 190.6

where

Sw =
n∏

k=1

Sc (rik) ×
n∏

k=1

Sc (rjk),

where rik is the interatomic separation of atoms i and k and n

is the number of neighbors of i and j within the cutoff. Sc is
defined by

Sc (r) =

⎧⎪⎨
⎪⎩

1 r < rmin,
1
2 + cos

(
1
2π (r−rmin)

(rmax−rmin)

)
rmin � r < rmax,

0 rmax � r,

(1)

where rmin takes the value 0.5 Å for a Ti neighbor and 1.5 Å for
an O neighbor and rmax takes the value 2.2 Å for a Ti neighbor
and 3.0 Å for an O neighbor. An in-depth discussion of the
new potential including comparisons with other work is given
in Ref. 18, but some basic data are given in Table I.

C. MD simulations

All MD simulations were carried out using the modified
variable charge potential. Periodic boundary conditions were
employed on a slab of atoms with the Coulomb interaction
between the atoms calculated using Ewald summation. In
order to remove the energy due to the deposited adunit, a
Berendsen thermostat20 was attached to the bottom two layers
above the fixed zone. Individual and successive impacts with
the surface were carried out with an initial kinetic energy of 10,
20, 30, or 40 eV being given to the adunits that were randomly
oriented.

1. Single impacts

Ti, O, TiO, and TiO2 adunits were deposited onto a lattice
containing 1800 atoms. The TiO2 slab was initially at 0 K. The
adunits were started a distance of 5 Å above the surface, with
the lateral position chosen randomly from an area covering one
surface unit cell. For each particular energy and adunit, 1000
depositions were carried out onto the pristine (110) surface so
as to accumulate sufficient statistics. The bottom two layers
of the slab were fixed so as to prevent drift of the whole
slab.

2. Growth simulations

Because of computing time constraints, growth was per-
formed on a smaller 432 atom four-layer substrate at various
temperatures. Each deposition was simulated until the lattice
returned to the desired substrate temperature—typically about
5 ps with a 1-ps time constant in the Berendsen bath

before the next arrival. Deposited atoms and molecules were
randomly selected according to predefined probabilities and
randomly orientated before deposition normal to the surface.
The deposition energy of each species was chosen from a
normal distribution with a standard deviation that was 10%
of the mean energy in eV, i.e., 2 eV for a 20-eV average.
Atoms that were reflected or were ejected from the surface
and escaped above a certain height were removed from the
simulation.

D. KMC simulations

The KMC simulation proceeds in a number of stages. At
each stage of the simulation, the system is in a local minimum
energy configuration, and an event list of possible transitions
to a new local minimum is constructed. The best way that
was found to determine the new minimum energy state was to
use the relaxation and translation (RAT) method,18 similar to
the activation-relaxation technique method21 to climb over the
saddle point to the new minimum and then to tighten up on
the height of the saddle (the transition energy barrier E) using
the climbing image NEB method. When using a transition
search algorithm, it is necessary to limit the number of atoms
N in the configuration search space. This is achieved through
locating deviations from the perfect lattice (referred to as a
defect) and including only those atoms in the search vector
that are in the neighborhood of the defect. Having constructed
a vector that contains the indices of those atoms that are used
by the search algorithm, the search is initialized by climbing
out of the local minimum in a randomly orientated direction
in 3N -dimensional space.

A number of transition searches must be carried out before
we can be confident that a representative set of energetically
accessible transitions has been located; for example, Henkel-
man and Jønsson22 state that when investigating Al adatom
diffusion, 50 searches would be the minimum necessary to
have confidence that there is an 80% probability of finding the
four lowest diffusion barriers. The frequency ν of the transition
is determined from the Arrhenius equation

ν = ν0 exp (−E/kT ), (2)

where ν0 is a prefactor, here assumed to be 1013, k is the
Boltzmann constant, and T is the temperature. The sum of
all the transition rates R is then determined, and a random
number P is chosen between 0 and R. The chosen transition
corresponds to where P falls and depends on what proportion
of the interval between 0 and R is occupied by each move.
Time is advanced by an increment δt = − ln u/R where u is
another random number between 0 and 1.

While it is possible to employ a large number of searches,
this can result in inefficiency since the same barriers are often
found many times. It is also possible to limit the number of
searches through using a time-based termination criterion. In
our case, an upper limit on the search time is set, typically
20 min so that the transition searches stop when this time is
exceeded or when a suitable number of unique transitions has
been found. This time was chosen since it equates to about
20 separate searches using eight processors complete with
relaxation and NEB calculations. At the start of the deposition,
only a few unique transitions are found, but as the deposition
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continues, the system becomes more complex. Thus, the time
limit is a compromise between performing the simulation in
a reasonable time and being sure that all relevant transitions
have been found.

In order to sustain the performance of the RAT method
as the configuration space increases due to the increasing
numbers of deposited atoms, it was also found necessary
to scale the size of the translation steps during the search
algorithm. By making the maximum translational step size
≈N1/2, consistent performance was achievable. The method
was also implemented in parallel, whereby transition searches,
the relaxation to the new local minimum state, and the NEB
method were carried out on client machines.

The methodology described earlier will allow for modeling
of the evolution of defects in a closed system. For the
growth simulations, it was also necessary to introduce an
external deposition event. This was achieved by adding an
additional external event to the list of transitions, with the
likelihood of that event being chosen dependent on the
deposition frequency and the relative probabilities of the lattice
transitions.

FIG. 2. (Color online) The (a) initial and (b) final configurations
of the lowest-energy Ti interstitial-surface diffusion pathway looking
down on the surface. The dashed lines indicate the location of the
two-coordinated O adrow. The dotted arrows indicate the movement
of atoms involved in the diffusion pathway. In the presence of the Ti
interstitial, the O2 unit prefers to sit flat on the surface in contrast to
the isolated case shown in Fig. 1.

III. INTERSTITIAL TI DIFFUSION BARRIERS IN THE
PRESENCE OF A SURFACE O2 ADMOLECULE

In our previous paper,5 we showed, using DFT, that
although a Ti adatom on the rutile (110) surface could be
bound to the raised O row, the subsurface interstitial site was
energetically more favorable by 2 eV, although in order to move
to this subsurface interstitial position, a barrier of 1.6 eV had
to be overcome. (More recent calculations with the modified
variable charge potential indicate that the direct formation of
the Ti interstitial has a barrier of 0.42 eV.) In the presence of
an adsorbed O2, there are various first-layer Ti interstitial sites
calculated by DFT, which are illustrated in Fig. 1. These sites
are also stable positions with both the modified and the original
SMB-Q potentials. The relative binding energy was calculated
for each of these sites using both DFT and the new variable
charge potential. By comparing these energetics to those for
an adsorbed O2 and the two types of isolated first-layer Ti
interstitials, we can conclude that adsorbed O2 binds to Ti
interstitials (see Table II). Combined with the fact that the
O2 is predicted to be highly mobile along the [001] direction,
even at room temperature, we can also conclude that the O2

admolecules will tend to seek out the first-layer Ti interstitials.
The DFT binding energy of the O2-Ti interstitial system ranges
between 1.29 and 1.48 eV.

In Sec. IV, the discussed results refer to the DFT
calculations. The O2 admolecule, when isolated, adopts a
configuration in which the lower oxygen atom is directly above
a surface five-coordinated Ti atom, while the Ti-O-O angle is
approximately 120◦. However, in the presence of a nearby
first-layer Ti interstitial, the dioxygen can then lie down onto
the surface, into a position where both of the oxygen atoms
are the same height above the surface, and both are equidistant
from two surface five-coordinated Ti atoms. This position,
referred to as O2-Ih here, is shown in Fig. 2 and is 0.44 eV lower
in energy than when the O2 molecule is upright. The relative
energetics indicate that the O2-Ih configuration is lower than
the O2-I configuration in the presence of a nearby first-layer
Ti interstitial.

The energy difference between these two configurations
ranges between 1.38 and 1.43 eV, depending upon the relative
position of the first-layer Ti interstitial. The O2-Ih admolecule
can then undergo dissociation to form a set of two O adatoms

TABLE II. Energetics of Ti interstitial sites relative to the
adsorbed TiO2 unit. The energies are in eV and are relative to the
adsorbed TiO2. The site notation is defined in Figs. 1 and 2.

Configuration DFT Modified Qeq

Adsorbed TiO2 0.00 0.00
O2-I + Ti-iI a 5.88 5.92
O2-I + Ti-iII a 5.69 5.65
O2-Ih + Ti-iI b 4.52 5.19
O2-Ih + Ti-iII a 4.31 4.34
O2-Ih + Ti-iI a 4.45 5.15
O2-Ih + Ti-iI c 5.50 4.72
2O-II + Ti-iI a 2.62 3.17
2O-II + Ti-iII a 2.74 2.43
O2-I + isolated Ti-iI 7.17 6.12
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in site II. As described in our previous paper,5 the O-II site
has the oxygen atom located nearly above a five-coordinated
surface Ti atom. The dissociated state energy is lower than
that of the O2-Ih state by 0.44–1.83 eV, depending on
the relative location of the first-layer Ti interstitial. Using
these O2-Ti interstitial configurations as initial and final
geometries, a series of possible diffusion pathways was then
examined. Each diffusion pathway examined involved three
separate transitions. In each pathway, the final geometry of the
transition was the TiO2 admolecule in site TiO2-I, [Fig. 2(b)],
with no Ti interstitial defects. The energy of the final state is
5.06 eV lower than that shown in Fig. 2(a). The pathway, which
has the lowest overall transition barriers, involves three steps.
The first step, in which the O2-I admolecule shifts into the
O2-Ih configuration, has a barrier of 0.06 eV. The second step,
in which the O2-Ih admolecule dissociates into 2O-II adatoms,
has a barrier of 0.91 eV. The final step, shown in Fig. 2(b), in
which the Ti-iI c atom replaces a six-coordinated surface Ti
atom, while the six-coordinated surface Ti atom moves up
into the upper hollow adsorption site, has a barrier of only
0.56 eV. This diffusion pathway is different from that reported
by Wendt et al.,7 where a second-layer Ti interstitial diffuses
to the surface, and the barrier in our case is 0.3 eV lower. In
addition, here, the adsorbed O2 molecule dissociates before
Ti diffusion onto the surface, and the replacement transition
is a concerted, rather than a two-step process. The other two
diffusion pathways examined, which arise from the Ti-iI a and
Ti-iII a initial configurations, have much large barriers of 1.82
and 2.98 eV, respectively, and are not discussed further here.
The transition also occurs with the modified variable charge
potential but this time, with a slightly lower-energy barrier
of 0.76 eV, whereas, with the original unmodified potential,
the barrier is 1.6 eV with this transition. The two values of
0.91 and 0.76 eV straddle the reported experimental value of
0.82 eV reported by Li.23

The results in Table II for the modified Qeq potential show
the same trend as the DFT results, whereby the binding energy
of the O2 molecule is reduced in the presence of the Ti
interstitial, and the molecule prefers to be dissociated. The

upright O2 molecule is also energetically unfavorable in the
presence of the interstitial.

IV. SINGLE IMPACT RESULTS

To understand the kinetics of the interaction between
atoms and small molecules with the surface, a series of 1000
impacts for the different species of Ti, O, O2, TiO, and TiO2, at
energies between 10 and 40 eV, were carried out by MD. This
extends a preliminary study where a small number of impacts
(50) were carried out.13 A key feature of the single impact
results is that the kinetic effects, even at the low-energy impact
of 10 eV, produce no isolated Ti adatoms on the surface. Mostly
first-layer Ti interstitials were formed or adunits that included
both Ti and O atoms. At higher impact energies, deeper Ti
interstitials can be formed. On the other hand, only a few O
interstitials were formed and then, only at the higher energies
of 30 and 40 eV. These generally occur as a third-layer oxygen
split interstitial, but this could easily be annealed within MD
time scales even at low temperatures. The deepest O interstitial
observed occurred in the fourth layer as a result of a 40-eV
Ti impact displacing a surface O atom. The highest number of
O interstitials formed occurred for single O impacts at 40 eV
with an average of 8.5% per impact occurring. At 10 eV, no
O interstitials were formed for any of the impacting species.
For most O and O2 impacts, the atoms were either reflected
from or adhered to the surface. However, even at an energy of
10 eV, the impacting O atom could displace a surface Ti atom
at an interstitial site forming a new O adunit on the surface.

In examining the mechanism for Ti interstitial formation, it
was noted that, even for single Ti atom impacts at 10 eV,
over 70% of the interstitials formed from an exchange or
displacement process where the incoming Ti atom took the
place of a surface layer Ti which itself became interstitial. The
Ti interstitials that are formed occur in the two sites previously
identified by the ab initio calculations.5 The average number
of interstitials produced per deposition is shown in Fig. 3 for
impact energies of 10 and 40 eV, and a double-atom exchange

FIG. 3. (Color online) The frequency of the number of interstitials formed per impact at deposition energies of 10 eV (left image) and 40
eV (right image).
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FIG. 4. (Color online) The formation of a second-layer Ti
interstitial formed via a double-exchange mechanism.

mechanism for the formation of a second-layer Ti interstitial
is illustrated in Fig. 4.

In order to try to classify the changes to the initially
perfect crystal structure more precisely, the program NAUTY, 24

which uses graph analysis to produce a unique hexadecimal
signature for each structural configuration, was used. Using
NAUTY to classify structural changes automatically resulted
in 3450 unique hexadecimal keys corresponding to 3450
symmetrically unique configurations. As the deposition energy
increases, the classification becomes more difficult, with large
numbers of defects and degrees of lattice distortion resulting in
a far higher incidence of unique structures. The five different
impacting species meant that 5000 distinct deposition events
were performed at 10 eV, producing 5366 separate defect
clusters. The total number of clusters produced exceeds the
number of depositions as many depositions produced sets of
defects far enough apart to be classified individually. Of those
5366 clusters, 492 were unique at 10 eV, while at 40 eV, there
were a total of 6014 defect clusters of which 1740 were unique.

Despite the large number of unique configurations iden-
tified by NAUTY, the top ten unique configurations de-
scribed 41.4% of the total, with the two types of Ti
interstitials being the most common. These are listed in
Table III.

Because of the addition of atoms to the system, vacan-
cies occur much less frequently than interstitials. The most
common vacancy that occurred was the kinetic removal of an
O surface atom and the subsequent movement of a neighboring
surface Ti atom into an interstitial position. Ejected or reflected
O atoms occurred in only 2.3% of impacts, and Ti was never
reflected or ejected. After a detailed analysis of all the various
impact events by NAUTY, the most common event that occurred
was the formation of a Ti interstitial; the second most common
event was the formation of an O adatom, and the third most
common event was the formation of a TiO2 adunit, although
this type of structure was dominated by the low-energy TiO2

depositions. TiO adunits on the surface could also occur but
were much less common than the TiO2 adunits. The sites at
which the adatoms were formed and the defects that remained

TABLE III. The top ten deviations from the perfect lattice struc-
ture due to individual impacts in order of frequency of occurrence.
The interstitial classifications are the same as in Figs. 1 and 2.

Configuration Classification

1 O adatom
2 Ti-i-I interstitial
3 TiO2 ad-unit
4 Ti-i-II interstitial
5 Ti-i-II interstitial + O adatom
6 Reflected or sputtered O atom
7 TiO adunit
8 O surface vacancy (sputtered O)

+ Ti-i-II interstitial + Ti vacancy
9 Ti-i-I interstitial
10 Surface O vacancy + surface O adatom

+ 2 Ti vacancies + 2 × Ti-i-II interstitials

in the structure after impact were in agreement with those that
were examined by the previous paper using DFT.

To summarize, therefore, the single impact analysis on
the perfect rutile (110) surface has shown that, even at low
energies, the kinetic effects are sufficient to overcome the
formation energy barrier, and both produce large numbers of
Ti interstitials while the O atoms remain bonded to the surface.
TiO2 units are also observed to form on the surface.

V. MULTIPLE SUCCESSIVE IMPACTS

Section IV, examining only single species impacts on rutile
(110) has indicated that the kinetic effects during the deposition
process produce a large number of subsurface Ti interstitials.
For energies of around 20 eV, the kinetic effects are such that
Ti interstitials are located predominantly in sites between the
first layer and the second layer. As the energy is increased,
the Ti penetrates more deeply, and the energy barriers for the
Ti interstitials to diffuse to the surface are higher. At a 20-eV
deposition energy, the O atoms and O2 species do not penetrate
the surface, and if they are not reflected, they are mobile
over the surface at room temperature. The subsurface Ti
interstitials can then trap the mobile O species, which in turn,
causes the energy barrier for diffusion of the Ti interstitials
onto the surface to be reduced, thus, allowing a new layer of
crystal to grow. This is a main feature of the growth, but there
are so many other complex mechanisms involved that we have
yet to analyze all the various cases in detail. Instead, here,
we concentrate on describing the general crystallinity of the
grown layers as the deposition energy and species composition
changes.

When modeling the growth of TiO2 by MD, the realistic
deposition rate will be inaccessible on the MD time scale, and
as such, a standard MD simulation is not able to model multi-
layer growth especially well. Previous results of the simulation
of growth on metal surfaces25 using temperature-accelerated
dynamics have also shown that different results can occur when
simulating at experimental deposition rates compared to the
faster rate using MD. In our case, a rough approximation of the
correlation between computational real time and simulation
time is approximately 1-fs simulated time per second of
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computational time with the variable charge potential requiring
more time than the fixed charge version. Given a small
substrate of 432 atoms, comprising four layers that we will
use in our simulations, the expected flux rate during a typical
growth process is roughly ten TiO2 units per second. To grow
a single additional layer, a minimum of 36 depositions are
required, corresponding to a simulation time of 3.6 s, requiring
≈ 106 years of computational time. If faster deposition occurs,
then it is possible that many diffusive processes could be
missed. For example, we have shown that, with our modified
potential, the mechanism by which a subsurface Ti interstitial
recombines with a surface O2 to form a new TiO2 unit requires
an energy barrier of 0.76 eV to be overcome. At 300 K,
assuming a typical prefactor for surface processes of 1013 per
second would mean a transition every 0.6 s and, therefore, not
accessible by normal MD. If we speed up the deposition so
that particles arrive more quickly, then we miss the diffusive
processes. To illustrate this, some simulations were performed
at room temperature at a deposition rate several orders of
magnitude faster than the experiment, but also simulations
were carried out at a higher temperature chosen so that the main
diffusional events were accelerated in the same proportion as
the enhanced deposition rate.

Deposited clusters were randomly selected according to
the predefined probabilities given in Table IV and were
randomly orientated before deposition normal to the surface.
The proportions of the arriving species contained in this table
represent different cases of mainly atomic as opposed to
cluster deposition and cases where the arriving species are
not stoichiometrically distributed, i.e., either oxygen rich or
Ti rich. The deposition energy of each species was chosen
from a normal distribution with a standard deviation that was
10% of the mean energy in eV, i.e., 2 eV for a 20-eV average.
Atoms that were reflected or were ejected from the surface
and escaped above a certain height were removed from the
simulation.

TABLE IV. Probability of cluster selection.

Cluster A B C D E

O 0.1 0.2 0.1 0.1 0.6
Ti 0.3 0.05 0.2 0.0 0.25
TiO 0.1 0.2 0.2 0.1 0.1
TiO2 0.2 0.4 0.4 0.8 0.05
O2 0.3 0.15 0.1 0.0 0.0

Sections V A–V D describe the main features of surface
growth that occurs as a function of energy and temperature
using MD with the accelerated deposition process.

A. 20 eV at 300 K

Growth was simulated at 300 K with a deposition energy
of 20 eV, and a mix of deposition clusters was chosen with
the probabilities shown in column A of Table IV. Figure 5(a)
shows the growth after 200 deposition events. The crystalline
form is still basically rutile, but a number of defects exists,
largely in the form of Ti interstitials with some Ti vacancies.
There are 21 Ti interstitials within the first six layers, of which
five are within the original substrate, providing an interstitial
per layer average of 3.5.

Plotting the radial density function of the grown layers
against the reference substrate allows for quick quantification
of the lattice disorder as can be seen in Fig. 5(a). As can
be seen from the figure, the RDF indicates that the growth
is not especially representative of rutile. The single impact
study showed that oxygen reflection can occur at 20 eV, while
Ti reflection or ejection is extremely uncommon. After 200
deposition events, the final O/Ti ratio in the deposited layer
is 2.016, i.e., effectively stoichiometric taking the statistical
nature of the randomized deposition event into account.
Including ejected atoms in the calculation yields a O/Ti ratio

(a)

1.8 2.0 2.2 2.4 2.6

Distance Å
2.8 3.0 3.2

0.0

0.1

Original
substrate

Thermalized
layer

Fixed layer

0.2

0.3

0.4

0.5

G
(r

)

Rutile substrate

300-K growth (1 A)

(b)

FIG. 5. (Color online) (a) The grown surface after 200 depositions at 20 eV and 300 K. In this and subsequent images, the large spheres
represent O atoms, and the smaller spheres represent Ti; (b) the radial distribution function (RDF) of atoms in the grown layer, compared to
the perfect rutile substrate.
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FIG. 6. (Color online) (a)The grown film after 200 deposition events at 20 eV and 1000 K; (b) the radial distribution function G(r) plotted
for both the rutile substrate and the atoms in the deposited film at 20 and 40 eV at 1000 K.

of 2.023, indeed, indicating a small number of oxygen atoms
has been reflected. The O/Ti ratio within the top 5 Å of the
lattice is high at 2.16. The surface is O rich, and there is a large
number of subsurface Ti interstitials.

It is possible that the large number of interstitials and
the correlated oxidization of the surface are due to the slow
interstitial immobility relative to the deposition time scale. In
Sec. VI, the temperature of the system is scaled such that the
transition rate is accelerated proportionally with the flux rate.

B. 1000 K

A typical TiO2 growth rate corresponds to a flux rate of
25 TiO2 units per nm2 per second. For the surface area of
the simulated substrate, this corresponds to a flux rate of ten
TiO2 units per second. Due to computational limitations, it is
necessary to use a simulated deposition time of approximately
5 ps per deposition, providing an increase in flux of 2 × 1011.
The energy barrier for Ti interstitial diffusion to the oxidized
surface was found to be 0.76 eV; and, thus, 1 eV was taken
as our target barrier. During a typical growth process at a
temperature of 350 K, a 1-eV transition will occur with a
frequency of 1.6 × 10−4 Hz, calculated from Eq. (2), assuming
a fixed prefactor of 1 × 1013. Increasing the temperature to
1000 K increases the transition rate to 9.1 × 107 Hz. As
such, the relative change in attempt frequency is 5.7 × 1011,
providing a similar scaling to the deposition flux rate.

1. Twenty electron volts

Figure 6(a) shows the rutile lattice after 200 depositions
at 1000 K using the deposition conditions given in column A
of Table IV. It is immediately apparent that better crystalline
growth occurs for that seen at 300 K. The total number of Ti
interstitials has dropped to 4, all within the original substrate,
where the bottom fixed layers may be influential, yielding
an interstitial per layer value of 0.57. The O/Ti ratio in the

deposited layers is 2.07 from a deposited ratio of 2.08. The
reduced number of interstitials correlated with the improved
crystallinity of the growth supports the notion that Ti interstitial
mobility to the surface plays a crucial rule in rutile growth. To
verify this, the individual motion of one particular Ti atom is
plotted in Fig. 7.

2. Forty electron volts

Figure 6(b) demonstrates the change in radial distribution
function compared to that of the original substrate and the
lattice grown at 20 eV, again using conditions A in Table IV.
Although 40 eV at 1000 K yields better crystalline growth
than that of 20 eV at 300 K, the interstitial-per-layer value was
greater than the 20 eV at 1000 K at 0.8. Due to the increased
oxygen reflection probability at 40 eV, the O/Ti ratio drops to
1.95 after only 100 deposition steps.

Since a deposition energy of 20 eV gives better crystalline
growth than at 40 eV, the energy was kept constant at 20 eV
for the remainder of the growth simulations.

C. Stoichiometry

In this section, the influence of the stoichiometry of incident
clusters on the lattice growth was investigated. All depositions
were carried out at an energy of 20 eV.

1. Low Ti

The cluster selection probability was modified to that
shown in column B of Table IV providing an average O/Ti
ratio of 2.31 for the depositing species. After 120 depositions,
the resultant O/Ti ratio was 2.1, while the ratio within
the top 5 Å was 2.5, considerably above the ratio of the
depositing species. The reduced number of Ti atoms results
in an oxidization of the surface, which in turn, increases the
oxygen reflection during subsequent depositions. Thus, the
O/Ti ratio in the substrate is self-limiting. No interstitial Ti
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FIG. 7. (Color online) The blue (bottom) curve represents the
height (in Â) of one particular chosen Ti atom as the simulation
progresses. Here, the abcissa represents the number of additional
units added. The green (top) curve represents the height of the top
atom in the surface layer. In this case, the Ti unit always moves
upward, but other examples show, as already indicated, that kinetic
effects can also give motion in the other direction.

atoms remained within the lattice, and below the oxidized
region, almost perfect rutile formed.

2. Low O

Next, the influence of O deficiency was investigated. The
cluster probabilities are shown in column C of Table IV
corresponding to a probabilistic O/Ti ratio of 1.625. Much
poorer rutile growth occurred with 44 Ti interstitials found
with the first six layers, providing an interstitial/layer ratio of
7.3 with a number of Ti vacancies also occurring. None of the
deposited oxygen is reflected, hence, the resultant O/Ti ratio
of 1.65 is close to the average value of the depositing species.

Due to the lack of Ti interstitials, the Ti deficient growth
gives better rutile crystallinity than growth with a probabilistic
O/Ti ratio of 2.0. This implies that an excess of oxygen
during the growth process could result in better crystal
formation.

D. Cluster deposition versus single atom deposition

In this section, we discuss the results of deposition on
rutile (110) where there is a high proportion of TiO2 species
compared to the case where mainly individual atoms are
deposited. Clusters were deposited with a high degree of
oxygen content as shown in column D of Table IV. After
160 depositions, the O/Ti ratio was 2.02 with no oxygen
reflected. After growing to eight layers, there were no residual
Ti interstitials, and the rutile crystallinity was excellent.

For comparison, deposition was then carried out with more
atomic than cluster species according to the ratio shown in
column E of Table IV. In this case, the large proportion of
incident oxygen atoms results in a corresponding increase in
oxygen reflection. This is combined with initially more Ti
interstitial formation. In the early growth stages, these factors

produced a poor overall O/Ti ratio of 1.82 in the deposited
film, while the O/Ti ratio within the top 5 Å was 2.18.
Thirty-one Ti interstitials occurred within the first six layers,
giving an interstitial/layer value of 5.2. The larger amount of
O reflection means that more Ti interstitials form below the
surface giving an interface that is similar to a Magneli phase
rather than pure rutile.

VI. KMC SIMULATIONS OF GROWTH

Using the on-the-fly KMC approach, the deposition fre-
quency could be substantially reduced, and a value of
50 Hz could be used for the same crystal size as in the MD
simulations. If a deposition event was chosen, it was initialized
in the same way as the MD growth modeling, with clusters
randomly orientated and deposited according to a user-defined
set of probabilities for species and kinetic energy. As the first
few clusters were deposited, the number of potential transitions
was limited, and the system was able to rapidly evolve at a
rate much faster than achievable through MD. However, once
the system reached sufficient complexity, the time evolution
slowed due to large numbers of very low-energy barriers. Then,
various transitions under 0.1 eV occur, typically involving
loosely bound oxygen atoms oscillating between two or more
configurations but not diffusing. At 350 K, the probability of a
0.1-eV transition occurring is 4.4 × 108 times more likely than
a deposition event, thus, the KMC becomes trapped simulating
the same oscillating particles moving back and forth, losing
the performance benefit over classical MD.

One solution is to allow the KMC to recognize that the
state has been previously visited through comparison with all
previously visited configurations, thus, it is unnecessary to
perform fresh transition searches, and the algorithm can reuse
the old data. However, this does not provide a satisfactory
performance boost as the comparison with previous configu-
rations is a costly computational operation. As a result, the
tabu blocking method was implemented.26 The tabu transition
blocking method worked well for the initial part of growth but
merely acted as a stop-gap measure, extending the time scale
that can be simulated before the KMC once again becomes
dominated by low-energy diffusion barriers. Therefore, it was
necessary to make some further approximations. The first
approximation was to place a limit on the number of unique
transitions per KMC step, to typically 5 or 6. Once this number
had been found, no further searches were performed. This
is acceptable for the early stages of the KMC simulation
where there are fewer transitions but is less accurate as the
system becomes more complex. Despite the limited numbers
of unique transitions at each step, coupled with the tabu
blocking, the system again becomes dominated by low-energy
transitions that inhibit the KMC. A second approximation
resolved this issue by blocking all low-energy transitions in
our case all below 0.5 eV. The value of 0.5 eV was selected
as a compromise that allowed for rapid evolution of the
lattice while still readily containing all those barriers that
were found when performing searches for simple transitions
on the lattice surface. The third approximation was the form of
cluster selection. Loosely tethered oxygen atoms were found
to be the primary source of low-energy barriers, being able to
vibrate between configurations at extremely high frequencies.
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In order to restrict the number of oscillating oxygen atoms,
the probability of cluster selection was altered such that only
complete TiO2 units were deposited during the MD stages of
the KMC.

A. Results

Using the previous conditions, it became possible to
simulate multilayer growth of TiO2 through on-the-fly-KMC.
Figure 8 shows the radial distribution function of the grown
lattice after 130 KMC steps compared to an accelerated MD
simulation with the same number of added particles at a
temperature of 300 K. Images of the structure also show
near-perfect rutile growth. While KMC simulated approxi-
mately 1.3 actual seconds, the MD simulation modeled just
1.2 × 10−10 s. With a deposition frequency of TiO2 50 units
per second, the probability of a deposition occurring became
similar to a transition of 0.8 eV being selected at 350 K. It
took approximately 1-week computational time running on
eight processors to provide 1.3-s simulated time for the KMC
results.

A snapshot of the KMC is given to provide insight into
the global behavior. The growth after 30 KMC steps is shown
in Fig. 9(a), and the transition to a more ordered structure
is shown in Fig. 9(b). Note that the surface contains no Ti
atoms and is not uniformly covered with oxygen. In this case,
there is a cluster of O atoms that transforms to a more ordered
structure after the transition. The KMC code found six unique
transitions from the configuration shown in Fig. 9(a) with
barriers of 0.60, 0.69, 0.96, 1.29, 1.78, and 1.85 eV, and, as
might be expected, the lowest-energy barrier was chosen for
the transition. Typically, the method uses between about 150
and 450 evaluations of the potential energy of the system per
transition.

Therefore, the example shows that OTF-KMC simulations
of film growth for realistic times is possible provided that the
processes are not dominated by large numbers of low-energy
barriers. The transition shown in Fig. 9 is one example of

FIG. 8. The radial distribution function for the KMC simulations
after 130 steps, compared to that of the perfect rutile lattice and the
300-K accelerated MD simulations.

FIG. 9. (Color online) An example of a concerted motion of O
adatoms with a barrier of 0.6 eV, during growth where the rutile
(110) surface is viewed from above. (a) The crystal surface after 30
KMC steps and (b) after the combined motion of a number of surface
O atoms. Here, the larger spheres represent O, and the smaller spheres
represent Ti. Coloring of the atoms is, with distance for the viewer,
blue → green → red.

a large number of complex transitions that can occur as
the surface becomes covered with O atoms. Although these
transitions are too numerous to list, the resulting structures
that eventually form show good crystallinity, indicating that,
despite the complex rearrangements of atoms in the structure,
the fundamental principle of Ti interstitial formation followed
by upward motion to the surface is the dominant growth
mechanism.

VII. CONCLUSIONS

Three different approaches have been used to identify the
growth mechanisms on rutile (110) as a result of low-energy
impacts of atoms and small molecules with the ab initio
results being used to parametrize the variable charge potential.
Thus, the modified Hallil et al. potential provides a sensible
dynamical behavior for the growth processes for the rutile
polymorph of TiO2. In identifying the growth process, all
techniques point to the same conclusion. Kinetic effects
produce subsurface interstitial Ti, while the O atoms remain
on the surface. Once oxidized, the surface can attract the
subsurface interstitial from the bulk to form the next crystalline
layer. This is in line with previous experimental evidence that
oxidized surfaces can attract Ti interstitials from the bulk.27

None of the methods indicates that oxygen vacancies play a
role in the growth process so that we have not discussed these
in detail. However, calculations on isolated subsurface oxygen
vacancies indicate that they have a diffusion barrier in excess
of 1.6 eV.

Optimized deposition parameters for the best crystalline
growth have also been found with the best crystals forming
with an impact energy of around 20 eV and an excess of O.
An excess of oxygen is not damaging as the stoichiometry
is self-limiting with excess oxygen being reflected as the
surface becomes oxidized. Growth at 20 eV is superior to
that at 40 eV due to the reduced penetration depth of the
Ti atoms. Ti atoms are mobile in directions both toward
the surface and away from it. Often, Ti atoms form as
subsurface interstitials either by being displaced from the
surface layer or by direct implantation. Once the surface is
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O rich, these Ti interstitials move in the opposite direction
to form a new crystalline layer. Thus, the mobility of Ti
interstitials is crucial to the rutile growth process. Accelerating
the dynamics of the simulation through heating the substrate
allowed the Ti subsurface interstitial atoms to migrate onto
the surface either directly or via an exchange within the
deposition time frame making growth simulation using MD
possible.

By filtering out low transition energy barriers that do not
result in the net diffusion of atoms in the crystal or over the
surface, OTF-KMC simulations of the growth process were
possible at normal deposition temperatures for realistic exper-
imental time frames. The results of these simulations showed
a similar good grown crystallite as temperature accelerated

growth with a large number of different and complex processes
occurring during the growth process but support the main
conclusion regarding the principal growth mechanism.
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